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Abstract

Freezing of gait (FOG) is one of the most incapacitating symptoms among the motor alterations of Parkinson’s disease (PD). Manifesting FOG episodes reduces the quality of life of patients and their autonomy to perform daily living activities, while it may provoke falls. Accurate ambulatory FOG assessment would enable non-pharmacologic support based on cues and would provide relevant information to neurologists on the disease evolution.

This master thesis presents a method for FOG detection based on deep learning and signal processing techniques. This thesis is, to the best of the author’s knowledge, the first study to address FOG detection with deep learning strategies. The evaluation of the model has been done based on the data from 21 PD patients who manifested FOG. The data employed throughout this study were recorded using an inertial measurement unit placed at the left side of the patients’ waist. These data were composed of 3 tri-axial signals corresponding to measurements from accelerometer, gyroscope and magnetometer.

The results obtained by our approach in detecting FOG outperform the state-of-the-art ones, achieving performances higher than 90% for the geometric mean between test sensitivity and test specificity. Furthermore, two recurrent extensions of our original approach were implemented and compared to assess its temporal representation capacity.

This work also reproduces four feature extraction methodologies from those composing the state-of-the-art for comparing them to our approaches. Concretely, suitable machine learning algorithms for binary classification tasks were trained with these features and later compared to the deep learning methods. From this comparison, it was possible to reaffirm that the presented approaches are, at the moment, the best strategy for automatic FOG detection.
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Chapter 1

Introduction

1.1 Motivation

Parkinson’s disease (PD) is a long-term progressive neurological condition, resulting from the degeneration of dopamine-producing neurones. PD is the second most common neurodegenerative disorder after Alzheimer’s disease. The prevalence of PD is approximately 1% among people of age above 65 [135, 99, 88, 32, 92, 100, 101]. Although, there are indicators that relate the disease with genetic factors, the cause of PD is still unknown [118, 64]. There is no cure for PD, however, its average life expectancy is about 12 years, after being diagnosed [118, 64, 131].

Dopamine is a neurotransmitter involved in movement control [65, 61, 11]. A deficit of neurones responsible for producing this neurotransmitter typifies PD’s pathology. As a result, PD patients manifest several motor and non-motor symptoms, such as Parkinsonian tremors. PD’s tremor is, however, one of the symptoms with lower impact on patients’ quality of life (QOL). Concretely, this symptom only affects patients’ limbs at rest and disappears during involuntary movements. On the other hand, bradykinesia (slowness of movements), muscles stiffness, postural alteration and freezing of gait (FOG) symptoms manifestations may difficult the performance of activities of daily living (ADL), and, thus, reduce the patients’ autonomy [125, 118, 100, 80, 61, 76].

Current clinical methods to assess PD’s patients’ symptoms are commonly based on in-lab examinations, symptoms questionnaires and symptoms diaries. These methods, as described in Section 1.2, provide only partial information regarding the patients’ condition.

Some aspects of PD, such as its genetic representation towards diagnosis and complex symptoms, such as FOG, are still poorly understood [45, 50]. The disease is diagnosed in practice by observation of indicative known symptoms plus having a
positive response to the current medication therapies \[61, 64\]. On the other hand, as described in Section 1.2, the assessment of FOG is mainly performed with freezing of gait questionnaire (FOG-Q) and in-lab periodic tests \[62, 64, 63, 108\].

Assigning human-specialist assistants to control all PD patients is infeasible due to its prevalence and to the difficult social acceptance of this solution. Therefore, alternative non-intrusive techniques, such as wearable technologies \[75\], have recently gained the attention of the research community towards solving these problems by performing an automatic quantitative assessment of the disease’s signs.

Especially, automatic FOG detection may permit to increase the understanding of this symptom, which may lead to discovering effective treatments for it. Furthermore, performing this detection in a real-time manner \[79\], would enable to provide online support to patients through rhythmic auditory cues, which may significantly enhance the patients’ autonomy during their ADL \[15, 148\].

Wearable sensors are increasingly becoming a common practice for detecting PD’s motor symptoms in the research community due to the increase of computation power in wearable sensing devices and the adoption of these technologies for biomedical research \[81, 16, 75\]. The state-of-the-art on algorithms for automatic FOG detection are shallow machine learning (ML) algorithms applied to signals acquired from inertial wearable sensors \[79, 141, 149, 31, 12, 77, 110\]. The state-of-the-art performance for FOG detection is defined by performances about 85\% \[31, 110\] for the geometric mean (GM) between sensitivity and specificity. However, the complexity in designing handcrafted features and the scarcity of data from PD patients collected under real-life-like conditions for developing reliable solutions are the major impediments preventing the research community from mastering the problem.

Feature learning is a set of methods that learns a transformation of raw data input to a representation that can be exploited by ML methods. Deep learning (DL) methods are feature learning methods with multiple levels of representation \[72\]. DL models can learn feature extractions that can easily handle multimodal data, missing information and high dimensional feature’s spaces \[72, 58\]. Thus, when working with DL methods, the manual feature engineering can be obviated, which is otherwise necessary for traditional ML methods. Furthermore, DL models can outperform shallow ML algorithms when enough data to represent the complexity of a target problem are provided adequately. Concretely, DL models have recently exhibited a breakthrough in several complex problems, even outperforming humans in complex tasks such as image classification \[59\] and playing games \[128\]. Some other remarkable applications which are currently possible to implement with DL techniques are: face
detection, image generation, video-frame prediction, speech recognition and audio generation and question answering. In this master thesis, it is hypothesised that DL methods will improve the state-of-the-art results in FoG detection through wearable sensors.

1.2 Background

Accurate automatic symptoms detection in PD patients has the potential of providing relevant indicators about their condition, enabling clinicians to maintain their regimens updated, without the workload overhead of current gold-standard techniques. These features may improve both: the patients’ QOL by objectively adjusting their treatments, and the clinicians’ efficiency by providing them with relevant and objective information about the patients’ motor states.

Among PD’s motor symptoms there are few symptoms, such as FOG, which may manifest even when patients are under the medication’s influence, while most of them, such as bradykinesia, stiffness and postural alteration, can be effectively treated by the current medication-based therapies. The severity of these medication-responsive symptoms can be reduced by increasing the patients’ dopamine concentration. Directly administrating dopamine to PD patients was, however, found useless to combat the disease due to the protective bloodbrain barrier, which prevents dopamine from entering the required brain areas. Levodopa (L-DOPA) is a precursor of dopamine which can overcome this limitation. L-DOPA-based therapies are the most widely adopted medication treatments in PD.

Long-term usage of L-DOPA in PD patients has, however, two major side effects: motor fluctuations and dyskinesias. Motor fluctuations are transitions between ON and OFF states, which are described as the presence and absence of PD’s symptoms, respectively. These symptomatic motor states are referred as the ON-state when medication is effective, and, thus, the symptoms have a minimum presence, and OFF-state when the symptoms regain presence. The transitions between these motor states are referred as motor fluctuations. Typically, after some years of being administrated L-DOPA-based therapies, patients start to experience more frequently OFF-states even when having taken their medications. In these cases, motor fluctuations may occur from three to five times per day. Within the same period, L-DOPA-induced dyskinesias (choreic movements) may appear.

Monotonic L-DOPA-based therapies are, therefore, insufficient to deal with the whole life-cycle of the disease. Other non-dopaminergic alternatives, such
as apomorphine [98, 39], which aim to increase the dopamine levels by reducing its destruction in the human body instead of increasing its production rate, have also been included in PD’s therapies to reduce L-DOPA’s side effects. Dopamine agonists’ proclivity to cause psychotoxicity has, however, limited their adoption as L-DOPA substitutes for the entire PD’s duration [74, 39].

The course of the disease and medication treatments associated are typically composed of the following stages:

- Pre-L-DOPA: During the first months after the diagnosis, dopamine agonists or MAO-B inhibitors monotherapies are prescribed to delay the start of the L-DOPA administration [74, 120].

- L-DOPA ‘honeymoon’ period: Due to PD’s symptoms worsening, dopamine agonists or MAO-B inhibitors monotherapies become insufficient, L-DOPA based therapies are employed [74]. Due to its long-term usage side effects, L-DOPA-based therapies are designed to minimise the quantity of L-DOPA administered, for example, by combining L-DOPA with peripheral dopa decarboxylase inhibitors, such as carbidopa and benserazide, which increase L-DOPA’s bioavailability [74, 100, 120]. This stage typically lasts from 2 to 6 years, although the disease experience is variable to each patient.

- L-DOPA with motor fluctuations: Once the side effects from long-term L-DOPA administration appear, there are several strategies, such as occasional apomorphine subcutaneous injections, which may be employed before adopting any of the final intrusive solutions [107, 89, 119, 114]. Apomorphine is a dopamine receptor agonist administered in PD by subcutaneous injections due to its potential for treating PD’s fluctuations [14, 98]. However, there is no gold standard in how to adapt the L-DOPA-based therapies in PD once these treatments become less effective. One of the common strategies is to fractionate the oral L-DOPA doses to reduce the changes in its in-serum levels. However, other techniques may vary depending on the criteria from the local clinicians and the patients’ condition, for example, its a common practice to prescribe apomorphine injections to patients that suffer severe OFF-states, which should occasionally be used, due to its proclivity to cause psychotoxicity.

- Advanced PD: Advanced stages of the disease tend to present severe disabling motor and non-motor complications that cannot be effectively managed by pulsatile L-DOPA-based therapies. Thus, at this time, more complex and invasive
techniques such as drug infusion pumps or deep brain stimulation (DBS) are employed [48, 95, 120, 114, 94].

DBS is a neurological procedure which consists of placing electrodes in the region of the ventral intermediate nucleus of the thalamus and sending electrical impulses [95]. These intervention, although it can help to improve the patients’ QOL, has dangerous side effects, including intracranial hemorrhage and infection [38, 95, 35, 138, 44, 116, 117].

Currently, the main infusion techniques are subcutaneous apomorphine and intraduodenal L-DOPA [114, 53]. Intraduodenal L-DOPA is the natural continuation of the carbidopa/L-DOPA oral therapy [119, 84], which increases the stability of the dopamine levels compared to oral supply. However, in some cases, patients may become untreatable by L-DOPA-based therapies. Thus, other drugs, such as apomorphine, have been evaluated to replace L-DOPA [14, 40, 98, 74, 84]. Subcutaneous apomorphine infusions are still employed as default treatment in substitution of carbidopa/L-DOPA oral treatment in some cases that it would be feasible to employ intraduodenal L-DOPA. This tendency is, however, decreasing due to apomorphine’s proclivity to cause psychotoxicity and addiction [98, 48, 95, 136, 140, 120, 145, 114, 63, 84], such as the dopamine dysregulation syndrome [93].

Although several studies have been undertaken to compare the pros and cons of these techniques, the selection criteria between these alternatives may differ depending on the health regulations and medical centre.

Effective PD’s therapies should prevent its progression while abolishing motor and cognitive handicaps. However, none of the existing therapies meets all these needs [74]. Therefore, therapies require several adjustments and changes throughout the course of the disease, which need to be accurate therapy personalisation for each patient from continuous controls in their state and response to the designed therapy.

In the current clinical practice, most patients are assessed by the neurologist every 3 to 6 months [6]. Current clinical practice for controlling and assessing the PD patients’ states and therapies is time-consuming. Periodical in-lab tests, symptoms’ questionnaires and symptoms’ diaries are some of the gold-standard PD’s regimen assessment techniques. On the one hand, in-lab tests serve to assess the patients’ movement capabilities from in-lab observations from the neurologists. However, these tests tend to be insufficient to represent the patients’ daily experiences. Concretely,
similar factors than the ones triggering the ‘white coat’ effect [96], such as being under observation and performing the tests in controlled environments, may produce this lack of generalisation of in-lab tests’ observations. While, on the other hand, symptoms’ diaries and questionnaires serve to inform the neurologists about the disease evolution by identifying indicators, such as motor fluctuations, in the patients’ descriptions. Regarding symptoms’ diaries, the patients’ role is to maintain a record of the symptoms that they experience while their ADL, while in questionnaires they are required to answer questions about their condition and recent experiences. However, the reliability of these two written assessment techniques is subject to each patients’ mental capabilities, which may be affected by other PD’s non-motor symptoms, such as dementia. Therefore, only techniques based on continued observation and evaluation mechanisms can ensure optimal therapy control for all PD patients [9].

This master thesis focuses on FOG, which is a poorly understood symptom associated with PD condition. This symptom is usually manifested in episodes shorter than 10 seconds (s) [125]. Suffering these episodes may provoke falling accidents when patients are willing to perform walking related actions [20]. According to Nieuwboer and Giladi [86], FOG might be defined as an inability to deal with concurrent cognitive, limbic, and motor inputs, causing an interruption of locomotion. Administering drugs has proven to diminish most of PD’s symptoms successfully, however, FOG episodes may manifest regardless on the patient’s medication state [46, 125]. FOG’s frequency is, furthermore, influenced by the patient’s mental state and other environmental factors, such as walking through narrow spaces or shifting obstacles [20, 80]. As already mentioned, in-lab observations may differ from the patient’s daily experiences [96]. Moreover, FOG’s episodic and environment sensitive nature may even introduce additional bias to the results of these tests, converting FOG assessment into one of the most difficult to accurately assess among PD’s motor symptoms [17, 48, 125]. The gold-standard strategy to assess FOG is the FOG-Q. The FOG-Q has proved to provide relevant indicators for the identification and characterisation of this symptom [17, 87, 49]; however, the informative power of this technique is insufficient for research purposes towards gaining a better understanding of the symptom [87]. Many medical research studies have been carried out to discover strategies to combat this symptom. These studies have proved that techniques such as to induce an acoustic or visual external rhythm to PD patients improve their walking capacity while minimising FOG’s incisive frequency [15].
1.3 Objectives

Due to all these characteristics, this master thesis aims to present a novel DL-based approach capable of outperforming the state-of-the-art methods for FOG detection using inertial wearable sensors data acquired from PD patients at their homes while performing various ADL. Furthermore, this is, to the best of the author’s knowledge, the first study to adopt DL models for addressing FOG detection in PD patients.

Several combinations of one-dimensional (1D) convolutional neural networks (ConvNets) architectures and data representations will be evaluated and optimised to achieve this goal.

The temporal representation capacity of our approach is evaluated by comparing its performance against two extensions which replace the hidden dense (fully connected) layers by recurrent layers. Our hypothesis is that if the 1D-ConvNet properly exploits the temporal information, none of its recurrent extensions should outperform our former approach. Note, however, that the only model being properly tuned is the 1D-ConvNet, since its architecture (i.e. the number of layers and neurons per layer) will be unchanged in the extensions, for simplicity and time constraints.

Concretely, the two recurrent extensions of our approach will be implemented. Concretely, the 1D-ConvNets models hidden layers are firstly interchanged by long-short-term-memory (LSTM) layers producing a 1D-convolutional-long-short-term-memory network (1D-ConvLSTM), and, secondly, by gated-recurrent-unit (GRU) layers, producing a 1D-convolutional-gated-recurrent-unit network (1D-ConvGRU). These three DL-based approaches will be evaluated on the same data to assess the temporal representation capacity of the feed-forward approach.

To objectively assess the performances achieved by the DL methods implemented, these will, moreover, be compared to the current state-of-the-art methodologies for FOG detection from inertial sensors data in the literature. Within this second comparative study, the state-of-the-art feature extraction approaches will be fairly reproduced on the same data employed within this master thesis.

Other authors’ feature extraction approaches selected for being reproduced are: I) the approach presented by Bächlin et al. in 2009, which is hereinafter referred as the Moore-Bächlin FOG Algorithm (MBFA); II) the approach presented by Mazilu et al. in 2012, which is an extension of the MBFA; III) the approach presented by Tripoliti et al. in 2013; and IV) the approach presented by Rodríguez et al. in 2016. Further details on their work are reviewed in Section 1.5 where the major
accomplishments of these studies are commented, and in Chapter 5, which exposes the details of the reproduction of these feature extraction approaches.

The resulting features from these approaches will be used for training powerful binary classification ML shallow algorithms, such as tree bagging \[22\], adaptive boosting (AdaBoost) \[42\], adaptive logistic regression boosting (LogitBoost) \[43\], random undersampling boosting (RUSBoost), robust adaptive boosting (RobustBoost) \[41\] and support vector machines (SVMs) \[30\], by leave-one-patient-out cross-validation on the overall training data used for the DL approaches. Finally, the resulting models from the hyperparameters exploration will be retrained on the overall training data and tested on the testing data selected for the DL methods to produce a fair comparison between both methodologies.

1.4 Framework

This study was conducted in the Technical Research Centre for Dependency Care and Autonomous Living (CETpD) \[9\], a research centre composed by researchers from the Department of Electronic Engineering and the Department of Automatic Control at the Universitat Politècnica de Catalunya (UPC).

The CETpD’s researchers have conducted numerous different studies. However, their expertise areas are the following:

- Designing and implementing wearable devices for human activity recognition (HAR) for multiple purposes such as fall detection and online PD’s motor symptoms monitoring \[109, 112, 110\].

- Inertial signal data analysis \[123\], which they perform over the data recorded by specific wearable devices in numerous areas, such as sports activity monitoring in professional athletes and HAR from smartphones \[106, 85, 105\].

- Machine learning applications for pattern detection in time series data \[121, 114\].

- Medical data analysis and projects, mainly related studies targeting elder people support systems and PD’s symptoms monitoring \[122, 113, 120, 115\].

The research centre has a strong cooperation with medical staff of several hospitals, such as Hospital Sant Antoni Abat \[2\] in Vilanova i la Geltrú and Centro Médico Teknon \[1\] in Barcelona.
Data employed in this master thesis were collected within a European project research project, the Personal Health Device for the Remote and Autonomous Management of Parkinson’s Disease (REMPARK) project [7], within which its members generated a great database of PD patients’ inertial signal recordings while performing ADL. The REMPARK project main aims were the identification of OFF-states and L-DOPA-induced dyskinesia episodes in PD patients. These data are further described in Section 3.1.

1.5 Related work

Automatic FOG detection is still an open research issue despite having been widely addressed by several combinations of devices and algorithms. This section reviews some of these approaches.

Moore et al. in 2008 [81] made the first attempt to detect FOG automatically. They presented a novel method for automatic FOG detection in PD patients. The data for performing their study were composed of inertial signals recorded by microelectromechanical systems (MEMS) placed at the left shank of 11 PD patients who manifested FOG episodes. Their approach consists of a freeze index (FI) threshold, where FI is defined as the ratio between the power spectral density in the gait freezing band (FB) (i.e. 3–8 hertz (Hz)) and in the locomotion band (LB) (i.e. 0.5–3 Hz), which are applied window-wisely over tri-axial accelerometer recorded data, which is windowed into splits of 6 s. Considering the simplicity of the method, they were able to achieve highly accurate results. Concretely, they were able to detect 78% of FOG events correctly employing the same threshold for all patients’ data. Furthermore, calibrating the threshold to each patient improved the method’s performance to an 89%. However, they perform a weak evaluation on data containing only 46 FOG events, while not reporting the exact evaluation methodology employed. Furthermore, the data acquisition was performed twice per patient, first in OFF-state (without medication) and later in ON-state (while being under the drug’s influence).

Later in 2009, Bächlin et al. [16] illustrated an extension of the method designed by Moore et al. [81] referred as MBFA, as mentioned in Section 1.3, which targeted online FOG monitoring. They introduced two main changes: I) they introduced an additional power index (PI) threshold for signal within the 0.5–8 Hz to discard standing-data as FOG episodes candidates; II) they employed a window duration of 4 s. They reported 73.1% and 81.6% for sensitivity and specificity, respectively, implementing a general threshold, whereas, with personalised thresholds, they achieved
88.6% for sensibility and 92.8% for specificity, in the task of online FOG monitoring. These results were, however, computed permitting an offset margin of 2 s of error for the predictions, which enhanced the results for both, sensitivity and specificity. Due to its simplicity, the MBFA method has been adopted by the research community as the basic performance reference for automatic FOG detection in PD patients inertial sensors data. The data employed throughout their study were the Daphnet dataset [17]. These data were collected in the Dynamic Analysis of Physiological Networks (DAPHNet) project, a European project. The data were composed by one hour of tri-axial accelerometer measurements recorded with three MEMS, placed to the shank (above the ankle), the thigh (above the knee) and the lower back. The collection was performed across 8 PD patients who manifested FOG episodes. The data collection was performed in-lab settings and under controlled conditions. Patients were required to complete three walking tasks: I) walking back and forth in a straight line, including several 180 degrees turns; II) randomly walking following the instructions of the therapists, which included stops and turns; III) and walking to another room and coming back with a cup of water. The patients and therapists agreed that the lower back was the most acceptable of the three sensors’ placements employed. The Daphnet dataset was designed to permit the design of automatic FOG detection methods; however, the conditions defining the data collection protocol oversimplify the FOG detection’s task, permitting to design highly accurate models, in test data, which would be useless in real environments.

The work from Bächlin et al. [16] was continued by Mazilu et al. in 2012 [79]. They presented a novel approach for monitoring FOG in PD patients, which combines the usage of smartphones and wearable accelerometers for data-collection. They employed, for the first time, ML algorithms for the online FOG detection task. Some of the ML algorithms they tested were: random forests, decision trees, naive Bayes and k-nearest neighbours (k-NN). They reported top results of 66.25% and 95.38% for sensitivity and specificity, respectively, using user-independent settings and random forests as classifier algorithm. The data employed throughout their study were the Daphnet dataset [17].

In 2013, Moore et al. [82] published a comparative study of different configurations of sensors and placements and signal processing parameters in PD patients for FOG monitoring with the MBFA. The data for their study were composed of inertial signals recorded from seven sensors in different body placements, which were collected from 25 PD patients. Thus, they were able to test all possible combinations of sensors’ recorded data to assess the best locations for FOG monitoring objectively. They
showed that sensitivity performance was highly bound to the window size, retrieving results above 70% with all sensor combinations with window times ranging from 2.5 s to 5 s. Not surprisingly, the best sensors configuration was to employ all seven sensors simultaneously. Nevertheless, they recap with a recommendation of three possible configurations for FOG monitoring based on the performance obtained and some convenience criteria. The first recommended setting suggest implementing all seven sensors, though they claim this one to be taken as a reference configuration while focusing more attention on single shank sensor and single back sensor configurations, which although being suboptimal configurations also exhibited good results.

Within the same year, Tripoliti et al. [141] proposed an automatic FOG detection methodology. Their methodology consisted of four stages: data cleaning, filtering, feature extraction and classification. As classifiers, they tested the following ML algorithms: naive Bayes, random forests, decision trees and random trees. They reported best results by applying leave-one-patient-out cross-validation with the random forests algorithm, for which they achieved 89.3% and 79.15% for sensitivity and specificity, respectively, when considering only the results associated with PD patients who suffered the FOG symptom. The data they employed throughout the study were collected from 16 people, of whom 5 were healthy subjects, 5 were PD patients who manifested the FOG symptom, and the remaining 6 were PD patients who suffered from other symptoms. The devices for collecting the data were 6 accelerometers and 2 gyroscopes attached to different positions of the subject’s body.

In 2016, Mazilu et al. [77] presented a study for assessing the representation power of wrist-worn sensing data compared to lower-limb sensing, which is the state-of-the-art for FOG monitoring in PD patients. Their approach implemented the C4.5 ML algorithm. Although they employed a more relaxed evaluation mechanism than in their previous work [79], they were unable to reach state-of-the-art performance in the target task. However, they still suggested that wrist sensing could be a feasible and comfortable alternative for FOG monitoring in PD patients.

Within the same year, Rodríguez et al. [31] presented a study aiming at FOG detection in PD patients during their ADL, and adopting the support vector machines (SVMs) for the FOG binary classification task. They proposed an innovative feature extraction which is designed to be implementable in low-power consumption wearables for online FOG detection. The data, which was composed of inertial signal recordings at 40 Hz from a single inertial measurement unit (IMU) placed at the left side of the waist, was acquired following the same conventions reviewed in [81]. However, laboratory data acquisition biases the data with information related to the experiment
characteristics as in [81] and [79]. Thus, they collected the data at the patients’ homes, configuring each test to adapt to the real activities in which the patient would experience FOG, rather than employing homogeneous lab settings to force patients to trigger FOG events. Although they have not reported test error results in this work, they performed a comparative study of the state-of-the-art feature extraction techniques for FOG detection, while reporting cross-validation error when training a model for each combination of ML algorithm (e.g. k-NN, random forests, naive Bayes, logistic regression and SVM) and feature extraction strategy. Furthermore, they considered different window sizes (i.e. ranging from 0.8 s to 6.4 s) to maximise the representation power of each configuration. Their results suggested that SVMs with their proposed feature generation are powerful strategies for FOG detection since the cross-validation performance for this configurations were the most accurate among all regardless of the window size. Concretely, highest results were achieved by using a window duration of 1.6 s, for which they reported 89.77% as the GM between sensitivity and specificity.

Recently, in 2017, Rodríguez et al. [110] presented an extension of [31] and [112]. They present a complete review of the state-of-the-art for automatic FOG monitoring while giving specific details on their methodologies for performing FOG monitoring with SVMs and their evaluation strategy. Concretely, they propose a new assessment method denoted as episodic evaluation. This episodic evaluation is motivated by the idea of avoiding to overestimate the models’ specificity. Thus, the model’s evaluation is performed episode-wisely, rather than the window-wisely, which is the implemented technique by other authors. In their study, they showed performance results for the GM between sensitivity and specificity of 76.8% (i.e. 74.7% and 79% for sensitivity and specificity, respectively), which was determined by using leave-one-patient-out with an episode-based evaluation strategy, instead of the window-based strategy. Furthermore, when applying personalisation techniques to the model, they were able to achieve 84% for the same metric.

As mentioned in Section 1.3 from the previous work described, approaches presented by Bächlin et al. in 2009 [16], Mazilu et al. in 2012 [79], Tripoliti et al. in 2013 [141] and Rodríguez et al. in 2016 [31], are reproduced to train powerful biclassification shallow ML algorithms to compare the state-of-the-art approaches to ours. The detailed discussion on the reproduction and training procedures are exposed in Section 5.4.
Chapter 2

Deep learning

2.1 Convolutional neural networks

ConvNets [73] are a type of feed-forward deep neural network (DNN), which typically combines convolutional layers with traditional dense layers to reduce the number of weights composing the model. Convolutional layers enforce local connectivity between neurones of adjacent layers to exploit spatially local correlation. Concretely, convolutional layers are formed by kernels that share weights and, thus, permit to learn position invariant features from the input data.

Therefore, convolutional layers can extract features from data that have underlying spatial or temporal patterns, such as images and signal data. Furthermore, stacking these layers permits to extract progressively more abstract patterns.

While traditional DL models are composed of stacked dense layers, which lead to an overwhelming number of weights, ConvNets implement a powerful and efficient alternative if the target data present underlying spatial patterns.

2.1.1 ConvNets for image recognition

Image data problems are the main application field of ConvNets, due to the perfect matching between images characteristics and ConvNets properties. Although, ConvNets are the most powerful and efficient location invariant feature extractors, the key strategies when training DL models are to employ sample normalisation and augmentation techniques. ConvNets can usually are trained on image data; however, this may be one-dimensional (1D), two-dimensional (2D) or three-dimensional (3D) image data. Commonly, patterns in images, such as target elements to recognise, are invariant to rotation, scale, orientation, size, position, resolution and illumination.
Figure 2.1: Typical ConvNet architecture for 2D image recognition [29]. This figure illustrates a typical seven-layer ConvNet architecture. Concretely, the architecture is composed by: I) an input layer, II) a first convolutional layer, III) a first pooling (or subsampling) layer, IV) a second convolutional layer, V) a second pooling layer, VI) a dense layer and VII) an output dense layer.

For achieving optimal performance, samples are first normalised to reduce the intensity and illumination variance between instances of similar meaning, and finally, the data are artificially replicating by applying random rotations, shifts, flips, distortions, rescales and crops. Therefore, in these circumstances, one may obtain a model capable of extracting the original data patterns in their maximal expressively form from each sample, such that if the same pattern appears in any different sample may be successfully identified [53].

ConvNets may include pooling layers between consecutive convolutional layers, as illustrated in Figure 2.1. Pooling layers down-sample the output of their previous layer by operating small neighbours areas (see Figure 2.2). The motivation for this strategy is that the relative approximate locations between patterns are more relevant than their exact positions [69, 97, 132]. This strategy may aid the model to generalise and to control overfitting by forcing it to learn more abstract representations with lower parameters as the deeper the information flows [132].

DL models are composed of large structures of learning units interconnected, which given a new sample should propagate the information of it through the network and, finally, perform a prediction on it. Activation functions control this information propagation in the units conforming this structure. The hyperbolic tangent function (Tanh), \( f(x) = \tanh(x) \), the logistic sigmoid function (Sigmoid), \( f(x) = (1 + e^{-x})^{-1} \) and the rectified linear unit (ReLU) \( f(x) = \max(x, 0) \), are some of the popular activation functions for ConvNets. ReLUs have shown, however, to be more time efficient than other alternatives. Since DL strategies have a computational bottleneck
Max pooling operator always takes two arguments. Its first one, 2x2 in this case, determines the shape of the rectangle in the image to be operated by the pooling operator each time. Whereas the second parameter is named `stride`, which was set to 2 in this example, refers to the number of values to skip before applying the pooling operator again. This figure, hence, illustrates an example case of applying ‘2x2 max pooling with stride 2’.

This last function has become the most widely exploited one when implementing ConvNets [69, 133].

### 2.1.2 ConvNets for sequence data

Whereas images maintain a set of invariance properties, which compose ConvNets’ ideal conditions, other data formats, such as videos and signals, may also benefit from them. These other data types are denoted as time series data since including temporal dependencies between instances.

The most common technique to deal with classification tasks in time series data is to use a windowing strategy. Windowing consists of splitting the data into equally-sized consecutive parts to address the classification task window-wisely instead of instance-wisely.

When applying these techniques to signal data, the input is reshaped to 1D-image-like data samples, while in the case of video data, the input is reshaped to 3D-image-like samples. However, the temporal information restricts the types of invariance that should be considered. Their essential difference is that the augmentation strategies allowed on time series data may be drastically constrained (e.g. the flip operator may be incoherent since time flows only in one direction). Thus, all augmentation techniques should be designed to be coherent with the domain’s knowledge.
2.1.3 Application of ConvNets to biomedical data

Recently, a trend in biomedical research has arisen towards adopting DL techniques for tackling some biomedical analysis problems [4, 104]. Next, some of the most recent work related to DL strategies for biomedical data analysis are commented.

ConvNets provide very powerful representations on image-data problems [55]. Other recent applications of ConvNets in biomedical research are to diagnose mild cognitive impairment from resting state functional MRI (fMRI) data [130], and to segment 3D biomedical image, such as MRI, fMRI and computed tomography [24]. ConvNets received exceptional acceptance for dealing with biomedical image data. The reasons for it were that ConvNets have a high capacity of exploiting image data, while biomedical data samples belonging to the same task (e.g. magnetic resonance imaging (MRI) brain data for stroke detection in young people) have low variance. Thus, ConvNets could deal with the scarcity of data, which is characteristic from biomedical datasets.

2.2 Recurrent neural networks

As ConvNets, recurrent neural networks (RNNs) are an extension of feed-forward DNNs, which can learn relations between data samples structured in sequences by having a recurrent hidden state which can maintain information from the previous samples.

Given a temporal input sequence $x = (x_1, x_2, ..., x_r)$, the RNN updates its recurrent hidden state $h_t$ by

$$h_t = g(W x_t + U h_{t-1})$$

(2.1)

where $g$ is an activation function such as the Sigmoid or the Tanh, $W$ is the input-hidden matrix and $U$ represents the hidden-hidden weight matrix.

Although having Turing capabilities [127], according to Bengio et al. (1994) [19], it is hard to train long-term dependencies by these architectures.

LSTMs [60]. LSTMs extend RNNs by implementing memory blocks instead of recurrent units. These blocks implement additional gating mechanisms by which the network can learn when to store, retrieve and flush previous information. These functionalities allow the network to learn long-term relationships.
GRUs [25, 27]. GRUs simplify LSTMs by setting a single gating unit that simultaneously controls the flush and store actions, which were controlled by two independent gates in the former. Although being simpler than LSTMs (see Figure 2.3), this approach has reached comparable results in several tasks [27]. GRUs tend, moreover, to be more computationally efficient and to converge in fewer epochs than LSTMs.

![LSTM block.](image1)

![GRU block.](image2)

Figure 2.3: Figures 2.3a and 2.3b illustrate an LSTM and a GRU blocks, respectively. In Figure 2.3a, i, f and o are the input, forget and output gates, respectively. c and ˜c denote the memory cell and the new memory cell content. While in Figure 2.3b r and z are the reset and update gates, and h and ˜h are the activation and the candidate activation. These figures were extracted from [27].

### 2.2.1 Application of RNNs to biomedical data

The latest advances in DL strategies specially designed to tackle time series data problems, such as Memory Networks [146] and Differential Neural Computers [54], have recently become the state-of-the-art on several complex problems, such as to answer questions about a text or dialogue, to find the shortest path and to infer missing links in graphs [54]. However, these architectures intend to address reasoning-like problems, while most of time series biomedical data problems can be defined as classification or regression problems with relevant underlying patterns across sequences of data samples. These problems can, thus, be efficiently dealt by simpler recurrent DL strategies, such as RNNs, LSTMs and GRUs. However, whereas ConvNets could handle scarcity of data due to the low variance between data samples, in time series data the inter-samples differences increase, even when all collection conditions are equally setup.

Biomedical signals’ extreme complexity, its susceptibility to noise and the intersubject physical differences, which may introduce high variance in the data, are the major issues preventing these problems from being solved. Furthermore, the data available
for addressing these problems is limited, while designing appropriate data augmentation strategies is usually challenging due to the data’s correctness fragility. Some recent work on recurrent DL models in biomedical research are electrocardiography signal classification \[102\] and to learn representations from electroencephalography data \[18\].

### 2.2.2 Application of RNNs to human activity recognition using wearable sensors

The increasing interest in human activity contextualisation to produce adaptable support systems and the growing computational capacity of wearable devices have recently encouraged several research studies towards designing human activity recognition (HAR) systems using wearable sensors. The technologies and strategies devoted to solving these problems commonly match to the ones employed within biomedical research field, such as posture contextualisation \[112\] and FOG detection \[58, 103, 110\].

Some recent studies on DL models for HAR are: Ordóñez et al. \[91\] who present a ConvLSTM for addressing generic time series problems, which was able to outperform the state-of-the-art shallow ML algorithms in several benchmark datasets, while demonstrating that introducing LSTM layers in the model improved its representation power; and Ravi et al. \[103\] who presented a novel approach for real-time HAR in low-power devices. Their approach used sums of convolutions of spectral data, which was previously windowed in the temporal domain. Their approach outperformed other handcrafted feature extraction methods.

Despite the fact that considerable research is being undertaken to approach the biomedical data analysis problems with DL strategies, shallow ML algorithms still compose the state-of-the-art in PD’s motor symptoms detection \[94, 110\]. Nevertheless, problems in which DL techniques have become the state-of-the-art are rapidly increasing, as can be observed in the cardiac disease research field \[13, 67, 83\].

### 2.3 Regularization for DL models

Regularisation techniques are those that modify a learning algorithm to reduce its generalisation error while preserving training accuracy \[53\] (see Figure 2.4). Regularisation techniques, such as the L2-norm regularisation and L1-norm regularisation, are frequently applied to in ML algorithms, e.g., SVMs, to control overfitting. This
section is devoted to providing a general overview on some of the most common regularisation techniques for DL. Concretely, the approaches described will be: I) parameter norm penalties, such as weight decay; II) early stopping; III) data augmentation; IV) dropout; and V) zoneout.

Figure 2.4: Regularization example [29]. This figure contains three main elements: I) the red dots representing the train data of a regression problem; II) a blue line representing a solution without regularization for the regression problem; and III) a green line describing the same solution, but with L2 weight regularization.

2.3.1 Parameter norm penalties

The regularisation techniques that limit the representation power of learning models are hereafter described. These approaches are directly added as a penalisation cost $\Omega(\theta)$ to the models’ objective function $J(Y_t, Y_p)$ such that the function to be optimised is redefined as

$$\tilde{J}(\theta; Y_t, Y_p) = J(Y_t, Y_p) + \lambda \Omega(\theta),$$

(2.2)

where $\lambda$ is an hyperparameter that balances between the model’s capacity and its training error, $\theta$ represents the model’s parameters, which would correspond to DL’s weights and/or activations, and $Y_t$ are the ground truth labels of the data samples, while $Y_p$ represent the model’s predictions.
**L2 parameter regularisation.** This technique penalises the parameters’ norm, with emphasis on abnormally high values. Concretely, this technique is defined as

\[
\Omega(\theta) = \frac{1}{2} \|\theta\|_2^2 = \frac{1}{2} \sum_i \theta_i^2 .
\]  

(2.3)

Thus, it will positively reward the model’s objective function when the representation responsibility is distributed among all patterns, compared to when it is concentrated on a set of them. Among all traditional ML regularisation techniques, the L2-norm regularisation is the most widely implemented in DL. Concretely, it is usually applied to the models’ weights and referred as weight decay.

**L1 parameter regularisation.** Similarly to the L2-norm, this technique penalises the parameters’ norm; however, it lacks any special attention, by penalising only the sum of values. Concretely, this technique is defined as

\[
\Omega(\theta) = \|\theta\|_1 = \sum_i |\theta_i| ,
\]  

(2.4)

which will positively reward the model’s objective function when the representation responsibility is sparse among all patterns, thus, only a set of parameters are non-zero.

### 2.3.2 Early stopping

DL models are trained iteratively aiming to approach relevant local optima in the solutions space, which can successfully represent the target problem. These iterations are denoted as epochs. Correctly establishing the number of epochs is important to prevent the model from overfitting to the training data, while avoiding useless computation by detecting if the model has converged.

The number of epochs by which a model may reach convergence will usually be correlated to several other characteristics, such as the model’s architecture, the data, the optimisation method and its internal parameters, such as the learning rate, and the regularisation strategies being employed.

Due to its importance and complexity, DL models are usually trained using an early stopping strategy. Early stopping is the term for referring that the train will stop when some criteria, which are related to the algorithm’s training performance, is accomplished, instead of running indefinitely or fixing the number of epochs.
2.3.3 Data augmentation

The best strategy for enhancing ML models’ generalisation is to increase the training data available \[53\]. Data augmentation approaches are those that artificially increment the training data available, which, as mentioned in Section 2.1, are a common practice in DL. Furthermore, in some problems, it may be possible to artificially generate new coherent data, such as generating in-car conversation data by adding in-car noise over conversation data.

2.3.4 Dropout

Dropout is an efficient and effective regularisation strategy \[129, 133\], which provides an approximation to implementing the bagging ensemble method over numerous DL models while preserving inexpensive computational costs. The main intuition behind dropout is to employ only a random subset of the network each time a new instance is fed to the model. This approach takes only one parameter, which corresponds to the probability by which a neuron is dropped.

Implementing dropout leads the model to learn more robust features since several parts of the model must be able to perform the target task independently successfully. In evaluation time, dropout is deactivated producing, thus, this bagging-like result.

2.3.5 Zoneout

Zoneout \[70\] is a regularization strategy especially designed for recurrent architectures. Its main intuition is, similarly to dropout, which randomly drops parts of the network, to randomly preserve the values of the network. Concretely, zoneout introduces noise to the training by randomly replacing some activations of the network’s units with their previous timestep activation values.

2.4 Training DL models

Training shallow ML algorithms are typically performed employing strategies, such as cross-validation and leave-one-out, which intend to perform an exhaustive evaluation of each hyperparameters’ configuration before training the final model. These strategies imply that the number of models to train is equal to the total number of possible configurations, times the number of folds for the cross-validation. This procedure is, moreover, commonly repeated several times to ensure robustness of the configuration selected. DL models, however, are defined by overwhelming amounts of
hyperparameters, while being non-deterministic due to randomness in several operations, such as weights initialization and dropout. Consequently, these models may require being retrained several additional times compared to traditional ML algorithms to ensure robustness. Running blind hyperparameters exhaustive exploration with cross-validation would imply an overhead of factor 10, plus having to explore the entire hyperparameters space, which is usually avoided.

DL models are, thus, trained and evaluated on different data to avoid having to repeat the training process. Concretely, the available data are split into training data and testing data. Most data are usually assigned to the training partition (e.g. 70%), while a still representative part (e.g. 30%) is kept for testing purposes. This split is performed randomly on data that follows the same distribution.

The main intuition, hence is that, from all models trained only one is selected and tested on the testing data. Therefore, the final performance will be the one reported on the testing data. However, as mentioned in Section 2.3, the DL model, may overfit on the training data, and, thus, fail in the testing data. Therefore, to control the overfitting, the training data are further split into the training-train data (e.g. 70%) and training-validation data (e.g. 30%), which will sever for training the model and for evaluating its generalisation capacity, respectively. The main drawback of this strategy is that the finally amount of data employed for training the model is considerably reduced (e.g. 0.7 * 0.7 * 100 = 49%).

**Optimization algorithms for DL** DL models implement stochastic gradient-based algorithms to optimise the error loss after each batch is processed. These stochastic training methods perform the optimisation in minibatches, which are partitions of the entire training-train data. Thus, models compute the gradients and carry out the weight corrections per each minibatch, rather than performing a single update per epoch. The optimal magnitude of these corrections is difficult to match, however, if these corrections are small enough, the model will eventually converge. This magnitude is referred as the learning rate and is commonly set to low values.

Recent optimisation algorithms, such as adaptive gradient algorithm (AdaGrad) [36], implement adaptive learning rate techniques. Algorithms with adaptive learning rates permitting to set the learning rate to high values to accelerate the training procedure. Other popular stochastic gradient-based algorithms adopted in DL are: stochastic gradient descent (SGD) [21], which, although having a fixed learning rate, is the most widely used optimisation algorithm in DL models [53]; root mean square propagation (RMSProp) [137], which extends the AdaGrad algorithm;
AdaDelta [150], which is another extension of AdaGrad; and adaptive momentum (Adam) [66].

**Weight initialization.** Setting proper initial weights is a must for successfully training DL models. However, according to Goodfellow et al. [53], several initializations will usually allow a DL model to train in a proper way [53]. Furthermore, there are conflicting perspectives about which initialization approaches may perform better in practice due to several factors being affected, such as regularisation and optimisation, which may encourage weights to be small and large, respectively.

### 2.5 Architecture notation

The notation employed throughout this master thesis for describing DL architectures, which extends the nomenclature presented by Pigou et al. [97], is hereafter defined:

- Convolutional layer → $C(x_1, x_2, ..., x_d|k)$ were $x_i$ refers to the size on the $i$th dimension of the kernels in the layer, and $k$ denotes the number of kernels.
- Dense layer → $F(n)$ were $n$ is the number of neurons of the layer.
- LSTM layer → $LSTM(n)$ were $n$ is the number of neurons of the layer.
- GRU layer → $GRU(n)$ were $n$ is the number of neurons of the layer.
Chapter 3

Data collection and processing

3.1 Data collection

The data employed were composed of inertial signals from 21 PD patients recorded by a single IMU placed at the left side of the patient’s waist (see figure 3.1). This IMU generated 9 signals sampled at 200 Hz as output. The 9 signals represented the measurements of 3 tri-axial sensors: gyroscope, accelerometer and magnetometer.

![Figure 3.1: The data collector IMU and its location on patients’ body (i.e. left side of their waist)](image)

As mentioned in Section 1.4, the data were acquired within the scope of REM-PARK [124]. REMPARK’s experimental protocol collected data from 92 PD patients (i.e. 36 women and 56 men), which were selected according to the following criteria:

1. To be diagnosed with PD according to the UK Brain Bank.
2. To have Hoehn & Yahr stage above 2 in OFF-state.
3. To not have dementia according to DSM-IV criteria.
4. To give their written informed consent for using the collected data in the research carried out within the REMPARK project, and other studies conducted by the same intuitions, which is the case of this study.

REMPARK’s data aimed to be suitable for the creation of algorithms to analyse PD’s motor characteristics in uncontrolled environments. Collection protocols, thus, were performed at patients’ ADL locations (i.e. homes and surroundings) while performing several activities, such as showing their homes, brushing their teeth, carrying shopping bags and entering to their building (e.g. climbing stairs or using their elevator). All data collection trials were video-recorded. Medical experts designed this collection protocol, which, moreover, complied with the ethical approval. The protocol aimed to provide data on patients performing similar ADL to ensure reproducibility of results of learning algorithms which intended to analyse PD’s motor symptoms data and information, such as FOG, tremor, gait parameters (e.g. speed and step length), bradykinesia of lower and upper limbs, and dyskinesia.

Data were labelled patient independently using the patient’s motor characteristics (e.g. symptoms’ manifestation frequency and walking patterns). These features were obtained from analysing every patient’s performance of specific activities, such as walking through narrow spaces and performing several turns. When labelling the data these patients’ motor characteristics information served to accurately determine each patient’s symptoms and activities from the video recordings and clinician annotations, individually. This strategy aimed to capture any inter-patient variability by avoiding to compare them during the labelling tasks, even if differing from the standard symptoms manifestation patterns.

The collection trials were structured in two main parts: the first part of the collection was performed with the patients in OFF-state; before the second part, patients took their medications, and, thus, it was conducted again with patients in ON-state. Each of these protocol parts was, moreover, divided into two main subparts: I) to perform controlled and triggering activities, which lasted for few minutes (min); II) free activity monitoring of the patient so that natural symptoms and activities are recorded, which composes most of the data recorded per patient.

During the free activities monitoring parts of the collection protocol, the patients performed a set of activities more frequently recorded ADL [16], such carrying an object from one room to another, while other ADL were specially introduced to difficult the symptoms analysis tasks, such as teeth brushing, drawing, painting and erasing in a sheet of paper. The characteristics of this reach dataset intend to force
models trained on it to learn robust representations, to produce reliable and useful systems for PD patients daily support.

![Figure 3.2: This figure illustrates two slices of the data composing the REMPARK’s database. On the left side, the figure illustrates a part of the accelerometer signals data with its associated activity and posture label, while on the right, a different part of accelerometer data is shown with its FOG labels associated [124].](image)

The data collected included: I) signal data from an IMU placed at the left side of the waist; II) signal data recorded from a tri-axial accelerometer placed on the wrist for assessing tremor and bradykinesia; III) video recordings recorded from a mobile phone camera (i.e. Nexus S Google), which was chosen to reduce the intrusiveness perception of the patients; IV) the clinicians annotation made on the video after the data capturing (i.e. symptoms and activities); and V) the patients results from all the inclusion criteria and additional tests performed, such as the FOG-Q. From these data, only the signals recorded from the patients’ waists were employed.

Concretely, this master thesis has contributed to an ongoing project named ‘Improving Quality of Life with an Automatic Control System’ (MASPARK), which is especially focused on the study of FOG. For the MASPARK project, 21 patients were selected from the REMPARK database [124]. This second selection protocol involved evaluating the relevance of patients for participating in FOG detection studies [110]. These inclusion criteria were:

1. To manifest at least 1 min of FOG labelled in their data recordings.
2. To have reached at least a score of 6 in the FOG-Q.

Within the scope of the MASPARK, the data from the overall 21 PD patients (i.e. 3 women and 18 men) accomplishing these prerequisites were relabelled by clinicians relying only on the video recording associated with the waists’ signals data.
Most of the previous research targeting automatic FOG detection employed datasets acquired by using uniform in-lab setups [81, 16, 79, 78]. Thus, the data utilised in this study are significantly more complex and complete than most of other datasets considered in previous research approaching the same issue.

### 3.2 Data overview

The data were composed by, approximately, 40 min (i.e. 20 min in OFF-state and 20 min in ON-state) of 9-channel signal data sampled at 200 Hz per patient. The overall data instances available could, thus, be computed as \(40 \text{ min} \times 60 \text{ s} \times 200 \text{ Hz} \times 21 \text{ patients} \approx 10^7\) instances.

As mentioned in Section 3.1, the data were collected by the medical institutions participating in the REMPARK project. Consequently, these data were collected by 4 different medical institutions. Furthermore, only 3 out of the 21 patients were women. A major rule in ML is to ensure that training and testing data represent the same distribution. Therefore, training and test patients were split randomly within the following constraints: I) both, the training and the testing patients sets, should contain at least one patient from each medical institution, as well as, at least one women; II) the relative difference between FOG percentages of both sets should be less than 50% (e.g. if the training set had a 15% of FOG instances, the test set should have a FOG percentage within the range \([7.5\%, 22.5\%]\), which corresponds to \(15 \pm \frac{15}{2}\)); III) the number of patients assigned to the test set should be less than 7. Fortunately, this process concluded with a split such that 4 patients were assigned to the test set, while 17 were assigned to the training set.

<table>
<thead>
<tr>
<th>set of data</th>
<th># patients</th>
<th># Instances</th>
<th>FOG %</th>
<th>Unlabelled %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>17</td>
<td>10755200</td>
<td>11.04</td>
<td>27.23</td>
</tr>
<tr>
<td>Test</td>
<td>4</td>
<td>2666600</td>
<td>8.14</td>
<td>37.67</td>
</tr>
</tbody>
</table>

As can be observed from table 3.1, the percentage of FOG instances was similar for training and testing. However, both percentages were small, which could lead to class
imbalance issues. The percentage of undefined data were, moreover, large enough to produce patient imbalance problems. Furthermore, processing these data in train time would imply significant useless computation while solving the bi-classification task.

Table 3.2: Training data properties per patient. Columns naming description: ‘Patient ID’ → patient reference employed throughout this document; ‘# Instances’ → number of data instances recorded by the IMU; ‘FOG %’ → percentage of FOG instances with respect to the ‘# Instances’ value; ‘Undefined %’ → percentage of undefined instances with respect to the ‘# Instances’ value; and ‘Relevance %’ → proportion of defined (i.e. not undefined) instances of this patient with respect to the overall defined instances in the patients group (i.e. train or test) being analysed.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th># Instances</th>
<th>FOG %</th>
<th>Undefined %</th>
<th>Relevance %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>827400</td>
<td>8.05</td>
<td>38.69</td>
<td>6.48</td>
</tr>
<tr>
<td>1</td>
<td>414600</td>
<td>2.66</td>
<td>34.24</td>
<td>3.48</td>
</tr>
<tr>
<td>2</td>
<td>696200</td>
<td>7.7</td>
<td>24.84</td>
<td>6.69</td>
</tr>
<tr>
<td>3</td>
<td>182800</td>
<td>10.72</td>
<td>27.88</td>
<td>1.68</td>
</tr>
<tr>
<td>4</td>
<td>550400</td>
<td>15.04</td>
<td>49.83</td>
<td>3.53</td>
</tr>
<tr>
<td>5</td>
<td>472600</td>
<td>15.65</td>
<td>18.56</td>
<td>4.92</td>
</tr>
<tr>
<td>6</td>
<td>479800</td>
<td>14.76</td>
<td>18.75</td>
<td>4.98</td>
</tr>
<tr>
<td>7</td>
<td>570000</td>
<td>5.1</td>
<td>19.11</td>
<td>5.89</td>
</tr>
<tr>
<td>8</td>
<td>877800</td>
<td>5.38</td>
<td>25.14</td>
<td>8.4</td>
</tr>
<tr>
<td>9</td>
<td>897000</td>
<td>12.85</td>
<td>24.1</td>
<td>8.7</td>
</tr>
<tr>
<td>10</td>
<td>638600</td>
<td>9.53</td>
<td>43.88</td>
<td>4.58</td>
</tr>
<tr>
<td>11</td>
<td>489600</td>
<td>26.99</td>
<td>16.85</td>
<td>5.2</td>
</tr>
<tr>
<td>12</td>
<td>700400</td>
<td>5.74</td>
<td>28.98</td>
<td>6.36</td>
</tr>
<tr>
<td>13</td>
<td>328400</td>
<td>8.38</td>
<td>25.46</td>
<td>3.13</td>
</tr>
<tr>
<td>14</td>
<td>790600</td>
<td>4.42</td>
<td>26.43</td>
<td>7.43</td>
</tr>
<tr>
<td>15</td>
<td>1080800</td>
<td>26.68</td>
<td>17.91</td>
<td>11.34</td>
</tr>
<tr>
<td>16</td>
<td>758200</td>
<td>4.38</td>
<td>25.4</td>
<td>7.23</td>
</tr>
</tbody>
</table>

Table 3.2 and Table 3.3 illustrate the per patient characteristics for the train and test data, respectively. From them, it can be observed that patients have different influence in their sets. These differences may produce patient patterns imbalance.

On the one hand, from Table 3.2 it can be observed that there was a significant patient imbalance problem on the original data, which was worsened by the undefined instances. Training the model with the original data would lead to overspecialising the model on a subset of patients while ignoring the rest. On the other hand, from
Table 3.3: Testing data properties per patient. Columns naming description: ‘Patient ID’ → patient reference employed throughout this document; ‘# Instances’ → number of data instances recorded by the IMU; ‘FOG %’ → percentage of FOG instances with respect to the ‘# Instances’ value; ‘Undefined %’ → percentage of undefined instances with respect to the ‘# Instances’ value; and ‘Relevance %’ → proportion of defined instances of this patient with respect to the overall defined instances in the patients group being analysed.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th># Instances</th>
<th>FOG %</th>
<th>Undefined %</th>
<th>Relevance %</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>890800</td>
<td>5.58</td>
<td>49.51</td>
<td>27.06</td>
</tr>
<tr>
<td>18</td>
<td>606800</td>
<td>5.98</td>
<td>25.71</td>
<td>27.12</td>
</tr>
<tr>
<td>19</td>
<td>457400</td>
<td>10.38</td>
<td>23.78</td>
<td>20.98</td>
</tr>
<tr>
<td>20</td>
<td>711600</td>
<td>11.73</td>
<td>41.96</td>
<td>24.85</td>
</tr>
</tbody>
</table>

Table 3.3 it can be observed, however, that this problem was less severe in the testing data.

### 3.3 Offline data cleansing and signal processing

This section describes and discusses, step by step, the overall data processing process performed before training the DL models.

#### 3.3.1 Data cleansing

Cleaning the data was the first action to take to solve the missing values and unlabelled data issues.

**Missing values.** If the missing values segment was shorter than 0.1 s in a row, these were linearly interpolated. Otherwise, the file was split leaving out the massaging values to maintain temporal coherence in the data. These missing values corresponded to microSD errors during the data acquisition process.

**Unlabelled data.** The presence of unlabelled data by itself did not suppose a major issue since it was still possible to train the algorithms by skipping the unlabeled instances in training time. It was noted, however, that some patients were nearly ignored due to having several unlabelled data in their files. Furthermore, this supposed a continuous waste of computational power. The implemented solution consisted to splitting the patients’ files leaving the unlabelled data out if these last more than 5 s.
3.3.2 Signal processing

The data were recorded at 200 Hz, which is a very high frequency to mapping human movements. In addition, Rodríguez et al. [110] performed FOG detection successfully on the same data down-sampled at 40 Hz. According to the Nyquist-Šannon sampling theorem, thus, the data employed by Rodríguez et al. [110] could only represent appropriately frequencies up to 20 Hz, confirming the excess of resolution in the original signal, which may be representing frequencies up to 100 Hz according to the same theorem.

To remove irrelevant noise from the data, such as sensor’s generated one, the data were filtered using a lowpass filter. This filter was implemented by a Butterworth filter, with cut-off frequency set to 20 Hz and 8th order. The Gustaffson’s method [57] was implemented to handle the filter’s initial conditions.

Following the intuition of the sampling theorem, the data were down-sampled to 50 Hz to avoid unnecessary computation due to reducing the number of samples in the data by a factor of 4.

3.3.3 Patient data balancing

At this stage of the offline data preprocessing, the original imbalance problem between patients prevailed. This problem would give more relevance to some patients compared to others, which, with only 17 patients for the training process and 4 for the testing, could lead to misleading results. Note that most authors in the FOG detection literature present personalised methods, which may outperform their generic approaches by more than 10% (e.g. the improvement achieved by Mazilu et al. in 2012 [79] by using a personalised strategy was from 79.4% to 99.83% for the GM between sensitivity and specificity, which essentially is overfitting); thus, it can be assumed that patients may present the same patterns repeated in their data.

Furthermore, towards training recurrent DL models, it is useful to have equally sized files to control when to flush the model’s memories. The strategy to correct the patient imbalance should, thus, produce equally sized files for implementation convenience.

Recurrent DL models allow representing temporal patterns across samples. However, even the gated techniques, such as LSTMs and GRUs, are unlikely to learn long-term dependencies (e.g. from more than 50 of samples before) in practice. Additionally, even by doing it, due to the lack of data, undesired patterns could be introduced, which were arbitrarily produced. Therefore, from the intuition that events
taking place more than 2 minutes previous to the current state may have an insignif-
icant influence towards triggering FOG events, data were, thus, split into files of 2.2
minutes each with overlapping of 50% to capture all temporal patterns in the original
data.

Concretely, the file size was adjusted to reduce the amount of data discarded. As
described in Chapter 5, the batch size for training the models was set to 16, while,
as described in Section 3.4, data were split into windows of 2.56 s; thus, setting
the file size to 2.2 minutes would allow to generate 3.22 batches per file, which will
permit to ensure training at least 3 batches per file in the recurrent DL models, which
require that batches are fully generated by the same file. Finally, note that due to
the augmentation strategies defined in Section 3.5, the 0.22 remaining part of the file
will allow applying window shifting strategies while still ensuring that the number of
batches will be of 3.

Once all patients data were represented by files of 2.2 minutes, to ensure similar
relevance between them it was enough to replicate files from patients with lower repre-
sentation randomly. In Figure 3.3 the file shape is shown together with the window’s
one; moreover, Algorithm 1 provides an overall overview of the data preprocessing
procedure.

3.4 Data representation

This section describes the techniques implemented to transform the preprocessed data
to a proper representation for feeding the DL models.

3.4.1 Windowing

The most common technique to deal with classification tasks in time-series data is
to use a windowing strategy. To window the data implies to split it into equally-
sized consecutive parts to address the classification task window-wisely instead of
instance-wisely.

According to Moore et al. [82] window sizes for FOG detection should be at
least of 2.5 s, while Goodfellow et al. [53] mentions that in practice, GPUs are more
efficient when input sizes are powers of two. The windows’ length were, therefore,
set to 2.56 s, since this value produced inputs of size $2^7$ (i.e. $2.56 \text{ s } \times 50 \text{ Hz} = 2^7$
instances). Figure 3.3 illustrates how windows are arranged in each data file.

The labels of the original data were, however, per instance; thus, each windowed
was relabelled according to the following criteria:
Algorithm 1 Data preprocessing

1: procedure preprocess(raw_data)
2:     cut ← 20 \hspace{1cm} \triangleright \text{filter’s cut-off}
3:     order ← 8 \hspace{1cm} \triangleright \text{filter’s order}
4:     type ← Butterworth \hspace{1cm} \triangleright \text{filter’s type}
5:     freq ← 50 \hspace{1cm} \triangleright \text{subsampling frequency}
6:     size ← 132 \hspace{1cm} \triangleright \text{files’ sizes}
7:     data ← [] \hspace{1cm} \triangleright \text{processed data}
8:     for <patient in raw_data> do
9:         patient_data ← []
10:            for <raw_file in patient> do
11:                clean_list = CLEAN(raw_file) \hspace{1cm} \triangleright \text{data cleansing}
12:                    for <clean_file in clean_list> do
13:                        file_data = FILTER(clean_file,cut,order,type) \hspace{1cm} \triangleright \text{data filtering}
14:                            file_data = SAMPLE(file_data,freq) \hspace{1cm} \triangleright \text{data subsampling}
15:                                file_list = SPLIT(file_data,size) \hspace{1cm} \triangleright \text{rearrange files’ sizes}
16:                                    for <file in file_list> do
17:                                        APPEND(patient_data,file)
18:                                end for
19:                            end for
20:                        APPEND(data.patient_data)
21:                    end for
22:                end for
23:            end for
24:        end for
25:    end for
26:    patient_list ← data.patients \hspace{1cm} \triangleright \text{list of files grouped by patients}
27:    file_count ← MAX_SIZE(patient_list)) \hspace{1cm} \triangleright \text{maximum number of files}
28:    for <patient in data> do
29:        while SIZE(patient) < file_count do
30:            file ← RANDOM_SELECT(patient) \hspace{1cm} \triangleright \text{select a random patient’s file}
31:                file_copy ← COPY(file)
32:            APPEND(patient,file_copy)
33:        end while
34:    end for
35:    return data
36: end procedure
1. If the window contained FOG symptom instances:
   (a) If the FOG instances composed at least the 50% of the in-window data, then this window was labelled as a FOG window (i.e. label equals 1).
   (b) Otherwise, the window was labelled as an undefined window (i.e. label equals 0).

2. If the window contained non-FOG symptom instances, but, it contained unlabelled instances, the window was set to be unlabelled.

3. Otherwise, the window was set to be a non-FOG window (i.e. label equals -1).

Finally, the data were normalised by diving by the precomputed sample standard deviation from the overall training dataset to enhance DL models’ learning quality.

\[ \text{Data file} \]

\[ \text{window} \]

\[ 2.56 \text{ s at 50 Hz} = 128 \text{ measures / window} \]

Figure 3.3: Preprocessed file being windowed.

### 3.4.2 Spectral window stacking

DL models are powerful feature extractors, however, if being provided with insufficient information, these models, as any ML algorithm, may fail to solve the task. Part of the features computed in the approach proposed by Rodríguez et al. in 2017 [110] involve operating with the previous window. This window transitional information usage
suggests interwindow information may be necessary succeed in the FOG detection task on the target data.

Following this intuition, the presented approach is trained with a data representation that allows the DL algorithms to extract interwindow dependencies. This representation strategy is from now on referred as spectral window stacking.

The spectral window stacking \( SWS(W_t, W_{t-1}) \) is a function with two arguments: \( W_t \) and \( W_{t-1} \), which refer to the window to be analysed at time \( t \) and its previous one, respectively. Concretely, the process is composed of the following steps: I) the fast Fourier transform (FFT) is computed for both windows, resulting in two new windows of the same size; II) these windows are rescaled by dividing by the window’s size; III) taking advantage of the symmetry properties of the Fourier transform (FT), only the first half of each window is kept; and VI) finally, both windows are joined, one alongside the other, forming a unique representation of half the window original length and twice its width. The overall process is illustrated in Figure 3.4.

3.5 Data augmentation

After preprocessing the data and implementing the windowing strategy, the data available were characterised as shown in Table 3.4. From it, it can be observed that after preprocessing the data, the patient imbalance issue was solved.

As already mentioned in Section 3.2, from these patients, 4 of them were set aside for testing purposes, leaving only 17 for training the learning algorithms. Furthermore, as discussed in Section 2.4, the training data were split into a training-train
dataset and a training-validation dataset, which were composed by 13 and 4 patients, respectively. This partition was performed following the same guidelines than for splitting the data between training and testing as described in Section 3.2. These data are windowed, as already described, and grouped in batches of 16 windows per batch. Further details on the data partitioning and minibatch strategies, which were introduced in Section 2.4, the data partitioning procedure, and the implementations of the feeding strategies for the DL models are further discussed in Subsection 5.2.8.

Table 3.5 presents the exact number of samples available for each of the mentioned partitions. This table presents two different rows, one for the data available for training the 1D-ConvNet, and the other for both recurrent models (i.e. 1D-ConvLSTM and 1D-ConvGRU). This differentiation is caused by the restriction of recurrent DL models, which for training require that the time order is preserved in the data within each batch; thus, each batch can contain only data from one patient at a time. However, the values for the Training-validation and the Testing datasets match between both feeding strategies due to the evaluation strategy, which is performed per patient, see Section 5.3 for the full description.

From Table 3.5 it can be observed that at this stage, the problem may be infeasible to be addressed by conventional DL strategies due to lack of Training-train data. The most popular strategies to overcome data scarcity in DL are the data augmentation techniques. Data augmentation techniques permit to increase the knowledge extracted from data by performing replications on the data that are consistent with the task’s domain. Data augmentation strategies implemented were:

- To shift the first window starting instance by sampling random values from a uniform distribution defined by the range $[0, \text{window size}]$.

- To rotate each windowed signal by simulating a rotation on the waist-sensor through a rotation matrix generated by sampling angles (see Figure 3.1 for the axis reference) over a normal distribution defined as:
  
  - **X-axis**
    
    * Range $\rightarrow [-30, +30]$.
    
    * Sampled standard deviation (ST) $\rightarrow 10$.
    
    * Mean $\rightarrow 0$.

  - **Y-axis**
    
    * Range $\rightarrow [-40, +40]$.
These rotation distributions were designed to resemble naturally introduced rotations due to the patient’s waist form and movements.

The parameters of these strategies are stochastic and may vary between epochs. Concretely, each file is shifted differently at each epoch, while it may be randomly rotated with a probability of 0.5. This approach introduced stochastic noise in the training process, which actuated as having more data to train the model while regularising it, and considerably reducing the model’s overfitting. This strategy was repeated 4 times per epoch, proving the DL models with about 55000 samples for training.

Algorithm 2, presented in Subsection 5.2.7, provides an overall overview of the data representation procedure, which as already mentioned is composed of steps: I) data augmentation; II) windowing; and II) spectral window stacking.
Table 3.4: Data properties per dataset and patient in it. Columns naming description: ‘# Instances’ → number of data instances recorded by the IMU; ‘FOG %’ → percentage of FOG instances with respect to the ‘# Instances’ value; ‘Undefined %’ → percentage of undefined instances with respect to the ‘# Instances’ value; and ‘Relevance %’ → proportion of defined instances of this patient with respect to the overall defined instances in the patients group being analysed.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Patient ID</th>
<th># Instances</th>
<th>FOG %</th>
<th>Undefined %</th>
<th>Relevance %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1</td>
<td>171600</td>
<td>32.85</td>
<td>0.45</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>171600</td>
<td>5.34</td>
<td>0.2</td>
<td>7.73</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>171600</td>
<td>18.48</td>
<td>0.35</td>
<td>7.72</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>171600</td>
<td>24.2</td>
<td>1.19</td>
<td>7.66</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>171600</td>
<td>21.23</td>
<td>0.18</td>
<td>7.73</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>171600</td>
<td>5.61</td>
<td>0.5</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>171600</td>
<td>15.41</td>
<td>0.85</td>
<td>7.68</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>171600</td>
<td>8.73</td>
<td>0.56</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>171600</td>
<td>8.28</td>
<td>0.69</td>
<td>7.69</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>171600</td>
<td>15.13</td>
<td>0</td>
<td>7.75</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>171600</td>
<td>10.98</td>
<td>2.25</td>
<td>7.57</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>171600</td>
<td>6.78</td>
<td>0.54</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>171600</td>
<td>38.51</td>
<td>1.6</td>
<td>7.62</td>
</tr>
<tr>
<td></td>
<td>Total-train</td>
<td>2230800</td>
<td>16.27</td>
<td>0.72</td>
<td>100</td>
</tr>
<tr>
<td>Validation</td>
<td>14</td>
<td>204600</td>
<td>26.83</td>
<td>0.61</td>
<td>24.93</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>204600</td>
<td>32.92</td>
<td>0.78</td>
<td>24.89</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>204600</td>
<td>2.69</td>
<td>0</td>
<td>25.09</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>204600</td>
<td>9.7</td>
<td>0</td>
<td>25.09</td>
</tr>
<tr>
<td></td>
<td>Total-val</td>
<td>818400</td>
<td>18.04</td>
<td>0.35</td>
<td>100</td>
</tr>
<tr>
<td>Testing</td>
<td>18</td>
<td>105600</td>
<td>5.16</td>
<td>0.33</td>
<td>25.07</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>105600</td>
<td>26.13</td>
<td>0.74</td>
<td>24.97</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>105600</td>
<td>9.92</td>
<td>0.53</td>
<td>25.02</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>105600</td>
<td>10.96</td>
<td>0.84</td>
<td>24.94</td>
</tr>
<tr>
<td></td>
<td>Total-test</td>
<td>422400</td>
<td>13.04</td>
<td>0.61</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>3471600</td>
<td>15.63</td>
<td>0.57</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 3.5: Data properties per patient. Columns naming description: ‘Train’ → Training-train dataset; ‘Validation’ → Training-validation dataset; ‘Test’ → Testing dataset; ‘strategy’ → implementation of the feeding strategy for DL models, which can be feed-forward or recurrent; ‘# samples’ → number samples (i.e. spectral windows stacked) available in the dataset; ‘FOG %’ → percentage of FOG samples with respect to the ‘# samples’ value.

<table>
<thead>
<tr>
<th>strategy</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># samples</td>
<td>FOG %</td>
<td># samples</td>
</tr>
<tr>
<td>feed-forward</td>
<td>15568</td>
<td>16.12</td>
<td>5040</td>
</tr>
<tr>
<td>recurrent</td>
<td>13648</td>
<td>14.23</td>
<td>5040</td>
</tr>
</tbody>
</table>
Chapter 4

Architecture and training parameters

This chapter describes and discusses the DL architectures presented in this thesis.

4.1 1D-ConvNet

This approach constitutes the major contribution of this master thesis since other presented approaches (i.e. the 1D-ConvLSTM and the 1D-ConvGRU) are its extensions. The 1D-ConvNet is composed of eight layers: I) an input layer; II) four convolutional layers; III) two dense layers; and IV) an output layer. According to the notation defined in Section 2.5, this approach is described as

\[
C(3|16) - C(3|16) - C(3|16) - C(3|16) - F(32) - F(32) - F(1) .
\]  

(4.1)

Furthermore, following a similar notation than LeCun et al. \cite{LeCun1989} for describing the LeNet-5, Figure 4.1 illustrates the architecture of our 1D-ConvNet.

Figure 4.1: Diagram of the 1D-ConvNet’s architecture.
4.1.1 Convolutional layers

This subsection described the properties of the convolutional layers implemented in the 1D-ConvNet model.

**Kernel size.** The kernel sizes were set to 3 following the intuition that larger patterns in the input would be handled by the network’s depth, rather than the kernels width. This intuition is illustrated in Figure 4.2.

![Figure 4.2: Diagram of the receptive fields structure of a 4-layer ConvNet with kernels of size 3. In this figure, all circles represent cells of a network with sparse connectivity, which is only connected to three output cells of the next layer. Therefore, as can be observed, the input layer being larger than 3, this can still be ‘seen’ by one cell, although not in the first layer. Concretely, it illustrates the effect of depth in ConvNets’ connectivity structures, which permits to extract large and abstract patterns.](image)

**Number of convolutional layers and kernels.** The number of convolutional layers and the number of kernels per layer were both set to minimum numbers, 4 and 16, respectively, which allowed the models to train properly (i.e. reaching train performances above 90%) with and without regularisation.

**Activations.** As mentioned in Section 2.4, ReLUs are the most widely exploited activation function for DL models. Moreover, following the recommendations in Goodfellow et al. (2016) [53], the activation functions of the convolutional layers were all implemented by ReLUs.

4.1.2 Hidden dense layers

This subsection described the properties of the hidden dense layers implemented in the 1D-ConvNet model.
Number of dense layers and neurones per layer. The number of hidden dense layers was fixed to be 2, similarly to the architecture presented by Ordóñez et al. in 2016 [91]. The number of neurones per dense layer was always set to be two times the number of kernels in the convolutional layers; thus, the number of neurones per layer in the 1D-ConvNet was configured to be 32. However, the number of dense layers was fixed to be 2.

Activations. The activation functions were set to be ReLUs, as in the convolutional layers.

4.1.3 Output layer

This subsection described the properties of the output dense layer implemented in the 1D-ConvNet model.

Number of neurones. This thesis defines the FOG events detection problem as a binary classification task, such that FOG instances are labelled as positive values (i.e. 1), whereas non-FOG instances are labelled as negative values (i.e. -1). This binary output can be handled by a single neurone connected to all the neurones in the previous layer. Therefore, the number of neurones in the output layer was one.

Activations. The activation function of this neurone was implemented by a linear function with weight decay.

4.2 1D-ConvLSTM

This approach implements an 8-layer 1D-ConvLSTM composed by: I) an input layer; II) four convolutional layers; III) two LSTM layers; and IV) an output layer. According to the notation defined in Section 2.5 this approach is described as

\[ C(3|16) - C(3|16) - C(3|16) - C(3|16) - LSTM(32) - LSTM(32) - F(1) \]  \hspace{1cm} (4.2)

Furthermore, following a similar notation than LeCun et al. [73] for describing the LeNet-5, Figure 4.1 illustrates the architecture of our 1D-ConvLSTM.

As mentioned in Section 1.3, this model was an extension of the 1D-ConvNet; thus, most of its predecessor’s properties were maintained. Concretely, only properties concerning the model’s new layers were modified. Hereafter these differing properties concerning the LSTM layers are commented.
**Number of LSTM layers and neurones per layer.** The number of LSTM layers was fixed to be 2 to maximise the model’s resemblance to our original approach for comparability purposes. Following the same intuition, the number of neurones per LSTM layer was also set to 32, as in the 1D-ConvNet’s dense layers.

**Activations.** Dealing with vanishing gradient problem in recurrent DL models is different than in feed-forward ones. To perform a fair comparison between our feed-forward and recurrent DL approaches, each model was implemented adopting the best practices for it. As mentioned in Section 2.1, the literature recommends ReLUs as the best practice for feed-forward models’ activation functions, however, in recurrent models the commonly implemented activation function is Tanh [25, 27, 28]. The activation functions for the LSTM layers were, therefore, set to the Tanh, while its gating functions were implemented by the hard sigmoid function (i.e. an approximation of Sigmoid) since it fits perfectly with the gating requirement to retrieve values within the range [0, 1].

### 4.3 1D-ConvGRU

This approach implements an 8-layer 1D-ConvGRU composed by: I) an input layer; II) four convolutional layers; III) two GRU layers; and IV) an output layer. According to the notation defined in Section 2.5 this approach is described as

\[
C(3|16) - C(3|16) - C(3|16) - C(3|16) - GRU(32) - GRU(32) - F(1). \quad (4.3)
\]

Furthermore, following a similar notation than LeCun et al. [73] for describing the LeNet-5, Figure 4.3 illustrates the architecture of our 1D-ConvGRU.
Due to GRUs similarities with LSTMs, all the architectural configurations defined for LSTMs in Section 4.2 were adopted for implementing the 1D-ConvGRU extension of our feed-forward approach.

4.4 Structures comparison

Compared to other DL approaches, ConvNets are usually faster to train. These models, however, are usually composed by large amounts of parameters, which are concentrated in the last dense layers.

Strategies, as pooling, may reduce the impact of this issue in the transition between the last convolutional layer and the first dense layer, where the input is flattened, and, thus, the number of layers’ parameters will be proportional to the inputs’ size. However, this problem will prevail between the dense hidden layers, whose number of parameters is the number of neurones squared.

The number of parameters $p$ in a DL model are calculated according to the following equations:

- Number of parameters of a convolutional layer:

$$p = c_n \times k_n \times k_s + k_b \quad ,$$  \hspace{1cm} (4.4)

where $c_n$ is the number of channels in the layer’s input, $k_n$ is the number of kernels, $k_s$ is the kernel’s size, and $k_b$ is the number of biases, which will match with the number of kernels.

- Number of parameters of a dense layer:

$$p = i_s \times n_n + n_b \quad ,$$  \hspace{1cm} (4.5)
where $i_s$ is the size of the flattened layers’ input, $n_n$ is the number of neurones, and $n_b$ is the number of biases, which will match with the number of neurones.

- Number of parameters of a gated recurrent layer (i.e. LSTM or GRU):

\[ p = a_n \times ((c_n + 1) \times o_c + o_c^2) \quad , \tag{4.6} \]

where $a_n$ is the number of gating and activation functions in a cell of the layer (e.g. for an LSTM, this would be 3 Sigmoids and a Tanh, resulting to 4 functions per cell), $c_n$ is the number of channels in the layer’s input, which will match with the number of neurones, kernels or cells, in the previous layer, and $o_c$ is layer’s channel outputs number.

Table 4.1 presents the details of the number of parameters composing each approach while specifying the structure properties employed for calculating them. From it, it can be observed that, as mentioned in the previous sections, most layers composing the 1D-ConvLSTM and the 1D-ConvGRU have identical structures than the ones in the 1D-ConvNet. The effect of implementing dense layers in a ConvNet without any pooling strategy manifests in the fifth layer of the 1D-ConvNet, where the number of parameters is calculated on the layers’ input size resulting into a layer with the 77% of the model’s parameters. From comparing the models’ complexity, it can be noted that, while the complexity of the connections in the 1D-ConvNet is lower than its recurrent extensions, these have less to be trained parameters.
Table 4.1: Approaches structures and parameters. Columns naming description: ‘1D-ConvNet’, ‘1D-ConvLSTM’ or ‘1D-ConvGRU’ → approach to which the information in the columns under this one belongs; ‘Layer’ → layer’s number, according to Figure [4.1], Figure [4.3] and Figure [4.4] for the 1D-ConvNet, the 1D-ConvLSTM and the 1D-ConvGRU, respectively; ‘Properties’ → layers’ properties affecting the number of parameters; ‘# Param’ → number of parameters in the ‘Layer’-th layer; ‘\(c_n\)’ → layer’s number of input channels in Equation (4.4) and Equation (4.6); ‘\(k_n\)’ → number of kernels in Equation (4.4); ‘\(k_s\)’ → kernels’ size in Equation (4.4); ‘\(k_b\)’ → number of kernels’ biases in Equation (4.4); ‘\(i_s\)’ → layer’s input size in Equation (4.5); ‘\(n_n\)’ → layer’s number of neurones in Equation (4.5); ‘\(n_b\)’ → number of neurones’ biases in Equation (4.5); ‘\(a_n\)’ → number of functions in a layer’s memory block in Equation (4.6); ‘\(o_c\)’ → layer’s output number of channels in Equation (4.6); and row ‘Total’ → total number of parameters of the approach.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Properties</th>
<th># Param</th>
<th>Properties</th>
<th># Param</th>
<th>Properties</th>
<th># Param</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
</tr>
<tr>
<td>2</td>
<td>(c_n = 16) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
</tr>
<tr>
<td>3</td>
<td>(c_n = 16) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
</tr>
<tr>
<td>4</td>
<td>(c_n = 16) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
<td>(c_n = 1) (k_n = 16) (k_s = 3 \times 18) (k_b = 16)</td>
<td>880</td>
</tr>
<tr>
<td>5</td>
<td>(i_s = 16 \times 56) (a_n = 4) (n_n = 32) (n_b = 32)</td>
<td>28704</td>
<td>(c_n = 16) (o_c = 32)</td>
<td>6272</td>
<td>(c_n = 16) (o_c = 32)</td>
<td>4704</td>
</tr>
<tr>
<td>6</td>
<td>(i_s = 32) (n_n = 32) (n_b = 32)</td>
<td>1056</td>
<td>(a_n = 4) (c_n = 32) (o_c = 32)</td>
<td>8320</td>
<td>(a_n = 3) (c_n = 32) (o_c = 32)</td>
<td>6240</td>
</tr>
<tr>
<td>7</td>
<td>(i_s = 32) (n_n = 1) (n_b = 1)</td>
<td>33</td>
<td>(i_s = 32) (n_n = 1) (n_b = 1)</td>
<td>33</td>
<td>(i_s = 32) (n_n = 1) (n_b = 1)</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>37121</td>
<td></td>
<td>17857</td>
<td></td>
<td>14209</td>
</tr>
</tbody>
</table>
Chapter 5

Experiments

5.1 Implementation and technologies

This section describes the software and hardware used for deploying the experiments of the studies conducted within this thesis.

5.1.1 Machines’ specs

The experiments in this work were executed using the five following machines:

- **PC-1**
  - CPU → Intel Core i7-4770 (8 cores at 3.40 GHz)
  - Memory → 16 GB DDR3
  - GPU → GTX970 (4 GB DDR5)
  - Operative system (OS) → Linux
  - Dist → Ubuntu 14.04

- **PC-2**
  - CPU → Intel Core i7-7700 (8 cores at 3.60 GHz)
  - Memory → 32 GB DDR3
  - GPU → GTX 1060 (6GB DDR5)
  - OS → Linux
  - Dist → Ubuntu 14.04

- **PC-3**
- CPU → Intel Core i7-7700 (8 cores at 3.60 GHz)
- Memory → 32 GB DDR3
- GPU → GTX 1060 (6GB DDR5)
- OS → Linux
- Dist → Ubuntu 14.04

- PC-4
  - CPU → Intel Core i7-4770 (8 cores at 3.40 GHz)
  - Memory → 16 GB DDR3
  - OS → Microsoft Windows
  - Dist → Windows 7

- PC-5
  - CPU → Intel Core i7-7700 (8 cores at 3.60 GHz)
  - Memory → 32 GB DDR3
  - GPU → GTX 1060 (6GB DDR5)
  - OS → Microsoft Windows
  - Dist → Windows 10

From these machines, PC-1, PC-2 and PC-3 were employed for training the DL models, while PC-4 and PC-5 were devoted to the shallow ML algorithms.

5.1.2 Programming tools

Technologies adopted for training DL models for FOG detection. The code for training the DL models implemented was written in Python (version 3.4), using Keras library (version 1.2.2) [26] running on top of TensorFlow (version tensorflow-gpu 1.0.1) [10]. Furthermore, the code implemented for the training and processing algorithms is publicly available at [8].

Technologies adopted for training shallow ML models for FOG detection. The code for training the shallow ML models implemented was written in Matlab (version R2017a), using its Statistics and Machine Learning Toolbox.
5.2 DL training and evaluation settings

This section explains the configurations of the DL training employed.

5.2.1 Weights initialisation

As mentioned in Section 2.4, several different approaches may function for our problem.

For all the DL models trained, their weights were, thus, initialized using the method presented by Glorot et al. in 2010 \[51\], which, indeed, allowed the model to learn the FOG representations successfully in the data.

5.2.2 Activations

As discussed in Chapter 4, the activation functions of the models were set per each layer as follows:

- Convolutional layers $\rightarrow$ ReLU.
- Recurrent layers $\rightarrow$ Tanh for the activations and hard sigmoid for the gates.
- Hidden dense layers $\rightarrow$ ReLU.
- Output layer $\rightarrow$ linear function, for providing the hinge loss with an expressive output representation.

5.2.3 Error loss

Since FOG detection was addressed as a binary classification task, hinge loss \[5.1\] algorithm was implemented as the error loss function. Hinge loss algorithm is a loss error method specialised for binary classification problems, which is defined as

$$l_h = \text{mean}(\max(0, 1 - y_{true} \cdot y_{pred})),$$  \hspace{1cm} (5.1)

where $y_{true}$ are the real labels of the data, which can either be -1 or 1, while $y_{pred}$ are the model label predictions which can adopt real values in the range $[-\infty, +\infty]$.

However, the class imbalance in the training data prevented the model from learning strong FOG representations. Therefore, a balanced extension of the hinge loss
function was considered. This function was defined as

\[ l_b^+ = \max(0, 1 - y_{true}^+ \cdot y_{pred}) \cdot (1 - \rho) \] (5.2)

\[ l_b^- = \max(0, 1 - y_{true}^- \cdot y_{pred}) \cdot \rho \] (5.3)

\[ l_b = \text{mean}(l_b^+ + l_b^-) \] (5.4)

where \( y_{true}^+ \) defines the real positive samples in the data while \( y_{true}^- \) defines the negative ones, \( \rho \) is the prior of FOG samples in the training data (i.e. the percentage of FOG samples in the training dataset) and, thus, \( 1 - \rho \) is the prior of non-FOG samples in the training data.

This class balancing strategy permitted to train our models properly, however, it overweighted the FOG labelled samples leading to models with low accuracy. The Equation 5.4 was, thus, redefined to regulate the models’ attention on the specificity metric while still considering the class imbalance factor on the data. Concretely, the weighted hinge loss function implemented was defined as

\[ l_w = \text{mean}(l_b^+ \cdot w^{-1} + l_b^- \cdot w) \] (5.5)

where \( w \) is a class weighting coefficient and \( 1 < w < \frac{(1-\rho)}{\rho} \).

This new weighting coefficient was included in the hyperparameters tuning exploration. From which, in the presented approaches this parameter \( w \) was set to 1.5 for the 1D-ConvNet, 2 for the 1D-ConvLSTM, and 1.5 for the 1D-ConvGRU.

Furthermore, gradient clipping with clip value set to 1 was implemented to control the exploding gradient phenomenon, such as cliffs, while training the recurrent extensions models.

### 5.2.4 Optimiser

Adam [66] has been widely implemented in several DL approaches [143, 71, 68, 137, 56], moreover, Goodfellow et al. in 2016 [53] recommended Adam as a good optimiser for DL models. The models presented were, thus, trained via backpropagation and Adam algorithm as the optimisation method.

The learning rate for training the models of the reported results was set to \( 5 \cdot 10^{-5} / \text{batch} - \text{size} \).

### 5.2.5 Minibatch training

According to Goodfellow et al. (2016) [53], generalisation error is often best for a batch size of 1. However, this strategy is time-consuming. Therefore, the DL models were trained by minibatches of 16 samples.
5.2.6 Regularization

The 1D-ConvNets trained initially were prone to overfit on the training data; thus, the following strategies were implemented:

1. Dropout \[129\] with the probability parameter set to 0.5 for the convolutional layers and 0.25 for the hidden dense ones.

2. L2-norm weight regularisation with the penalty parameter set to $10^{-5}$, in all layers except the output layer. This last one was trained using the L2-norm weight regularisation, but, with $10^{-2}$ as penalty parameter.

3. Early stopping such that convergence was redefined to take place when a model’s best metric increased less than a threshold during a large number of epochs. Concretely, the metric evaluated within this process was the minimum between the GM of the Training-train sensitivity and the Training-train specificity, and the GM of the Training-validation sensitivity and the Training-validation specificity, while the change threshold was set to 0.005 and the number epochs to wait before determining convergence was set to 300. Therefore, the model corresponding to the epoch with highest metric value was set as the final model; however, only those that trained for at least 100 epochs before converging were further considered to control premature convergence.

4. Data augmentation which increased the Training-train dataset size by a factor of four, while introducing coherent stochastic noise in the data.

When implementing our approach’s extensions, it was noted that none of the recurrent could train with all these regularisation strategies. From the regularization strategies implemented for training the feed-forward models, the 1D-ConvLSTM and the 1D-ConvGRU only implemented the following: I) L2 norm weight regularization with the penalty parameter set to $10^{-2}$ only in the model’s output layer; II) early stopping, but raising the number of epochs for the convergence criteria to 700 and 1000 for the 1D-ConvGRU and the 1D-ConvLSTM, respectively; and III) the same data augmentation strategies than the feed-forward models.

5.2.7 Training data feeding strategies

This subsection is devoted to describing the strategies designed for training our DL approaches.
Feed-forward feeding strategy. This strategy is presented in Algorithm 2. This algorithm first generated the random parameters for the data augmentation strategies. These parameters were the starting random shifts, which were generated one for each pair file and augmentation iteration, and the random rotations, which were generated $1000 \times \text{augmentation\_factor}$ random rotation matrices, since generating a different rotation for each sample would be inefficient. Next, the algorithm iterated $\text{augmentation\_factor}$ times over the data, augmenting it differently. Within each iteration the algorithm performed a stochastic strategy to train samples in an absolute random order.

Algorithm 2 Feed-forward feeding strategy

```
1: procedure train_epoch(model, data) ▷ Feeds the model to train one epoch
2:   num_files ← COUNT_FILES(data)
3:   augment_factor ← 4
4:   num_rotations ← 1000 × augment_factor
5:   augment_shifts = GET_SHIFTS(num_files,augment_factor)
6:   augment_rotations = GET_ROTATIONS(num_rotations)
7:   batch ← []
8:   for i = 1, i++, i < augment_factor do
9:       shift ← augment_shifts[i]
10:      rotation ← RANDOM_SELECT(augment_rotations)
11:      new_data = AUGMENTATION(data, shift, rotate)
12:      windowed_data = WINDOW(new_data)
13:      sample_list = SWS(windowed_data) ▷ spectral window stacking
14:      sample_list = SHUFFLE(sample_list)
15:      for <sample in sample_list> do
16:          APPEND(batch, sample)
17:          if SIZE(batch) = 16 then
18:              TRAIN(model, batch)
19:              batch ← []
20:          end if
21:      end for
22:   end for
23: return model ▷ The model has trained one epoch
24: end procedure
```

Recurrent feeding strategy. The recurrent version of the feeding strategy slightly differs from the feed-forward one due to the need of maintaining temporal dependence between consecutive samples being feed. As before, this process is presented in Algorithm 3 while the steps composing it are hereafter outlined. This algorithm first
generated the random parameters for the data augmentation strategies. These parameters were the starting random shifts and random rotations, which were both generated one for each pair file and augmentation iteration, since files will be feed in a row and should, thus, have the same augmentation operations applied. Next, the algorithm iterated \texttt{augmentation\_factor} times over the data, augmenting it differently. Within each iteration, the algorithm performed a stochastic strategy to train files in random order. Furthermore, after each file is feed to the model for training, the recurrent memories of it are reset before feeding the next file.

**Algorithm 3** Recurrent feeding strategy

1: \textbf{procedure} \texttt{TRAIN\_EPOCH(model, data)} \hfill \triangleright \text{Feeds the model to train one epoch}
2: \hspace{1em} \texttt{data = SHUFFLE(data)}
3: \hspace{1em} \textbf{for} <\texttt{file} in \texttt{data}> \textbf{do}
4: \hspace{2em} \texttt{size \leftarrow SIZE(file)}
5: \hspace{2em} \texttt{augment\_factor \leftarrow 4}
6: \hspace{2em} \texttt{augment\_shifts = GET\_SHIFTS(size,augment\_factor)}
7: \hspace{2em} \texttt{augment\_rotations = GET\_ROTATIONS(size,augment\_factor)}
8: \hspace{2em} \textbf{for} \texttt{i = 1, i++, i < augment\_factor} \textbf{do}
9: \hspace{3em} \texttt{shift \leftarrow augment\_shifts[i]} \\
10: \hspace{3em} \texttt{rotation \leftarrow augment\_rotations[i]} \\
11: \hspace{3em} \texttt{new\_data = AUGMENTATION(file,shift,rotate)} \\
12: \hspace{3em} \texttt{windowed\_data = WINDOW(new\_data)} \\
13: \hspace{3em} \texttt{sample\_list = SWS(windowed\_data)} \hfill \triangleright \text{Spectral Window Stacking}
14: \hspace{3em} \texttt{batch \leftarrow []}
15: \hspace{3em} \textbf{for} <\texttt{sample} in \texttt{sample\_list}> \textbf{do}
16: \hspace{4em} \texttt{APPEND(batch,sample)} \\
17: \hspace{4em} \textbf{if} \texttt{SIZE(batch) = 16} \textbf{then}
18: \hspace{5em} \texttt{TRAIN(model,batch)} \\
19: \hspace{5em} \texttt{batch \leftarrow []} \\
20: \hspace{4em} \textbf{end if}
21: \hspace{3em} \textbf{end for}
22: \hspace{1em} \texttt{RESET(model)} \hfill \triangleright \text{Reset model’s memories}
23: \hspace{1em} \textbf{end for}
24: \hspace{1em} \textbf{end for}
25: \hspace{1em} \textbf{return} \texttt{model} \hfill \triangleright \text{The model has trained one epoch}
26: \textbf{end procedure}

5.2.8 Evaluation data feeding strategies

The evaluation for the DL approaches, which is deeply reviewed in Section 5.3, was performed patient-wisely without data augmentation strategies or dropout. There-
For simplicity, all DL models were evaluated using the same feeding strategy which is presented in Algorithm 4, which was executed once per patient, setting as the algorithm’s second argument patient to a patient’s data (i.e., a list of files of signals). This strategy was implemented by the following steps for each patient. First, the algorithm iterates over the patient’s files and, within each iteration, the algorithm evaluates the data in batches and accumulates the results, which will be later employed for calculating the model’s metrics. Furthermore, after each file is fed to the model, its recurrent memories of it are reset before feeding the next file; otherwise, the process continues normally.

Algorithm 4: Evaluation feeding strategy

1: procedure EVALUATE_MODEL(model, patient) \(\triangleright\) Feeds one patient’s data to evaluate
2:     patient_eval \(\leftarrow\) []
3:     for \langle file \text{ in patient} \rangle do
4:         windowed_data = WINDOW(file)
5:         sample_list = SWS(windowed_data) \(\triangleright\) Spectral Window Stacking
6:         batch \(\leftarrow\) []
7:             for \langle sample \text{ in sample_list} \rangle do
8:                 APPEND(batch, sample)
9:                     if SIZE(batch) = 16 then
10:                         batch_eval \(\leftarrow\) EVALUATE(model, batch)
11:                         APPEND(patient_eval, batch_eval)
12:                         batch \(\leftarrow\) []
13:                     end if
14:                 end for
15:             if IS_RECURRENT(model) then
16:                 RESET(model)
17:         end if
18:     end for
19:     return patient_eval \(\triangleright\) Patient’s evaluation
20: end procedure

This feeding strategy was employed for both, validation and testing processes. Note that compared to the feed-forward strategy more data is lost due to restricting that in a batch data should belong to the same patient. However, since the evaluation was performed in batches, to obtain the algorithm performance per patient, it was necessary to implement this constraint for all DL models’ evaluation.
5.3 Evaluation

As already introduced in Subsection 5.2.8, the evaluation of all algorithms implemented was performed per patient. This strategy implied that the metrics, such as the GM between sensitivity and specificity, of the models were computed for each patient’s data independently, and, finally, averaged among all patients’ results. The motivation of this evaluation approach is that models that learn only the patterns of some patients may compensate their performance in others, hence outlier patients will have a similar negative effect in all learning algorithms. However, models will be unable to compensate their performance when representing all patients wrong. Concretely, models that can distinguish FOG from non-FOG for a particular patient can reach a score greater than 0 for the GM between sensitivity and specificity for that patient.

Following the trend in the related literature [79, 141, 31, 110], the metric employed for selecting the models in this thesis was the average among the patients’ GM between the sensitivity and specificity. Other metrics were computed following the same per patient intuition, and are reported in Chapter 6 for comparability purposes.

This study aimed to outperform the state-of-the-art for automatic FOG detection using DL while providing other researchers with a complete and reproducible basis work from where to start future studies. To ensure these characteristics, all procedures in this work were neatly and justly performed. The models were trained with several hundreds of hyperparameter’s configurations until reaching the presented ones. The approaches implemented were trained uniquely with Training-train data and assessed with the Training-validation data before being tested. However, the models were only tested once, and all at the same time. Their results were ranked according to the training selection criteria for the early stopping, which was the minimum between the GM of sensitivity and specificity, for train and validation. From the overall results, only the top-5 models according to these criteria were tested, however, only the best training model will be used for comparison and considered for discussion throughout this thesis, while the remaining 4 models were only tested and reported to ensure robustness and reproducibility of our work.

The evaluation strategy that was employed for in this study is hereafter outlined, while in Chapter 6 the results and discussing derived from applying this strategy are presented.
Comparison among DL approaches. To report the performances achieved by 1D-ConvNet and its recurrent extensions, and compare them.

Comparison among shallow ML approaches. To report the performances obtained by reproductions of other authors’ work when being trained using the most suitable shallow ML algorithms, and compare them to the results retrieved by our DL models.

Comparison between DL and shallow ML approaches. To compare and discuss the results reported from our DL approaches and our reproduction of the state-of-the-art strategies used for training shallow ML algorithms.

5.4 Reproduction of the state-of-the-art approaches

This section describes and discusses the feature extractions, and their settings reproduced within this thesis.

5.4.1 Data representation and preprocessing for reproducing the approaches

This subsection discusses the preprocessing and representation techniques and settings implemented for reproducing the state-of-the-art approaches.

As mentioned in Section 1.5, many of these authors employed different window sizes, labelling strategies, and evaluation methods. The data they employed were, however, different than the one used for this study; thus, to perform a fair comparison, these characteristics should be optimised as hyperparameters for each approach. Rodríguez et al. [31] replicated these same approaches on a subset of 6 patients of the dataset being employed. In their study, moreover, these approaches were compared using different window sizes on the data sampled at 40 Hz, by which high validation performances were achieved. According to Rodríguez et al. [31], furthermore, there were no significant differences when changing the window’s size. Note that the best performances reported by Rodríguez et al. [31] were using window sizes of 0.8 s and 1.6 s, however, according to Moore et al. [80] the window’s size should be higher than 2.5 s. Thus, the window size was set to 3.2 s, to keep in concordance with the literature, while maintaining the others authors’ approaches as close as their original work as possible, since they all (except Tripoliti et al. in 2013 [11]) employed windows larger than 2 s for FOG detection.
The data preprocessing strategies employed were the same that for preparing the data for training the DL models, as described in Section 3.3. The only differences for these feature extraction methods and later training the shallow ML algorithms were:

1. The data were sampled at 40 Hz, instead of 50 Hz.

2. The acceleration signals data were filtered using a 2nd order lowpass Butterworth filter with the cut-off set to 15 Hz and its initial conditions handled by setting them to the mean of the signal.

3. The gyroscope signals data were filtered using a 2nd order highpass Butterworth filter with the cut-off set to 0.2 Hz and its initial conditions handled by setting them to the mean of the signal.

4. The magnetometer signals data were discarded since none of the reproduced approaches employed these signals.

5. Since these handcrafted feature extraction methods worked without any data augmentation strategy; data were directly windowed using windows of 3.2 s and 50% of window overlapping to avoid losing interwindow information due to the splitting points.

5.4.2 Implementation of the feature extractions

Although some of the following authors presented extensions of their work, these were not taken into account due to the ambiguity of their performances achieved in their literature sources (e.g. Mazilu et al. in 2013 [78] and Mazilu et al. in 2016 [77]).

Notation for the feature extraction methods. Let the following notation be introduced and later adopted for describing the feature extraction operations in this section.

- Accelerometer signals from the current window being analysed → \textit{acc} or \textit{acc}_{t}, hence equations including the \textit{acc}_{t-1} term will necessarily refer to the current window as \textit{acc}_{t} rather than \textit{acc}.

- Accelerometer signals from the previous window to the current one being analysed → \textit{acc}_{t-1}.

- Gyroscope signals from the current window being analysed → \textit{gyro}.
• Accelerometer X-axis signal from the current window being analysed → \textit{acc}_x or \textit{acc}_{xt}.

• Accelerometer X-axis signal from the previous window to the current one being analysed → \textit{acc}_x(t-1).

• Accelerometer Y-axis signal from the current window being analysed → \textit{acc}_y or \textit{acc}_{yt}.

• Accelerometer Y-axis signal from the previous window to the current one being analysed → \textit{acc}_y(t-1).

• Accelerometer Z-axis signal from the current window being analysed → \textit{acc}_z or \textit{acc}_{zt}.

• Accelerometer Z-axis signal from the previous window to the current one being analysed → \textit{acc}_z(t-1).

• Gyroscope X-axis signal from the current window being analysed → \textit{gyro}_x.

• Gyroscope Y-axis signal from the current window being analysed → \textit{gyro}_y.

• Gyroscope Z-axis signal from the current window being analysed → \textit{gyro}_z.

The following paragraphs detail the features composing the approaches reproduced in this work. These approaches extract the described features for each window in the data, which were arranged as described in Subsection 5.4.1.

\textbf{MBFA presented by Bächlin et al. in 2009 \cite{16}.} This feature extraction was applied for each window in the data, specifically using the \textit{acc}. The features composing the MBFA are

1. The \textit{FI}_y, which corresponds to the FI of the \textit{acc}_y, defined as

\begin{equation}
\text{FI}_y = \frac{FB_y}{LB_y},
\end{equation}

where \(FB_y\) refers to the FB of the \textit{acc}_y and \(LB_y\) is the LB of the \textit{acc}_y. Concretely, the \(FB_y\) is defined as

\begin{equation}
FB_y = \sum_{f_i=3}^{8} A^2_{y,f_i},
\end{equation}
where, using a similar notation that the one employed by Rodríguez et al. (2017) [110], \( f_i \) is the iterator over the frequencies represented, while \( 8 \) is the upper frequency amplitude bound, which together with the initial value of \( f_i \) define the band to be summed. Concretely, in Equation (5.7), the amplitude of all harmonics in spectral representation of the \( \text{acc}_y \) within the frequencies rage [0.5 Hz, 3 Hz] are summed. The \( A_y \) vector is composed of the harmonic amplitudes obtained by applying the FFT to \( \text{acc}_y \), performing its absolute value and keeping only its first symmetric half. Thus, the elements of the amplitude vector \( A_y \) are defined by

\[
A_{y,f_i} = 2 \times |A_{y,f_i}^F| \quad , \tag{5.8}
\]

where \( A_{y,f_i}^F \) is the harmonic corresponding to frequency \( f_i \in \left[ 0, \frac{f_N}{2} \right] \), where \( f_N \) is the sampling frequency, and \( A_y^F \) is the vector of the complex values corresponding to the harmonics from applying the FFT function to \( \text{acc}_y \), which is defined as \( A_y^F = \text{FFT}(\text{acc}_y) \).

The \( LB_y \) from Equation (5.6) is defined as

\[
LB_y = \sum_{f_i=0.5}^{3} A_y^2 \quad , \tag{5.9}
\]

2. The PI of the \( \text{acc}_y \) defined as

\[
PI_y = \sum_{f_i=f_2}^{f_N} A_{y,f_i}^2 \quad , \tag{5.10}
\]

where \( f_2 \) is the first frequency after the continuous component.

**Online FOG detection presented by Mazilu et al. in 2012 [79].** This feature extraction was applied for each window in the data, specifically using the \( \text{acc} \) signals. The features composing this approach are

1. The \( FI_y \) implemented as in the MBFA.
2. The \( PI_y \) implemented as in the MBFA.
3. The mean of the \( \text{acc}_x \).
4. The mean of the \( \text{acc}_y \).
5. The mean of the \( \text{acc}_z \).
6. The ST of the $\text{acc}_x$.

7. The ST of the $\text{acc}_y$.

8. The ST of the $\text{acc}_z$.

9. The variance (VAR) of the $\text{acc}_x$.

10. The VAR of the $\text{acc}_y$.

11. The VAR of the $\text{acc}_z$.

12. The entropy $S$ of the amplitudes of $\text{acc}_y$. The detailed implementation employed is described in Gonzalez et al. [52]. Concretely, the entropy of the amplitudes of $\text{acc}_y$ was defined as

$$S(A_y) = - \sum_{f_1=f_2}^{f_N} h(A_y) \log_2(h(A_y)),$$

(5.11)

where $h$ is the histogram function and $\log_2$ is the logarithm function with basis equals 2.

13. The energy of $\text{acc}_x$ defined as

$$E_x = \frac{2}{f_N} \sum_{f_1=f_2}^{f_N} A_{xi}^2,$$

(5.12)

where $A_x$ is defined as in Equation (5.8), but using the $\text{acc}_x$ instead.

14. The energy of $\text{acc}_y$ defined as in Equation (5.12).

15. The energy of $\text{acc}_z$ defined as in Equation (5.12).

Four-stage FOG detection presented by Tripoliti et al. in 2013 [141]. This feature extraction was applied for each window in the data using the $\text{acc}$ and $\text{gyro}$. The features composing this approach are

1. The entropy of the amplitudes of $\text{acc}_x$, defined as in Equation (5.11).

2. The entropy of the amplitudes of $\text{acc}_y$.

3. The entropy of the amplitudes of $\text{acc}_z$. 
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4. The entropy of the amplitudes of $\text{gyro}_x$.

5. The entropy of the amplitudes of $\text{gyro}_y$.

6. The entropy of the amplitudes of $\text{gyro}_z$.

Uncontrolled environments FOG detection presented by Rodríguez et al. in 2016 [31]. This feature extraction, which was also used throughout the study presented by Rodríguez et al. in 2017 [110], was applied for each window in the data using the $\text{acc}_t$ and the $\text{acc}_{t-1}$. The features composing this approach are

1. The mean of the $\text{acc}_x$.

2. The mean of the $\text{acc}_y$.

3. The mean of the $\text{acc}_z$.

4. The ST of the $\text{acc}_x$.

5. The ST of the $\text{acc}_y$.

6. The ST of the $\text{acc}_z$.

7. The difference between Item 1 and Item 3.

8. The difference between Item 2 and Item 7.

9. The difference between Item 1 and the same operation but on $\text{acc}_x(t-1)$.

10. The difference between Item 7 and the same operation but on $\text{acc}_x(t-1)$ and $\text{acc}_z(t-1)$.

11. The skewness of $\text{acc}_x$, defined as the third central moment of the signal divided by the cube of its ST.

12. The skewness of $\text{acc}_y$.

13. The skewness of $\text{acc}_z$.
15. The skewness of the \textit{acc}'s L2-norm in the spectral domain defined as
\[
Skew_{L2} = Skew(||\text{acc}||_2) = Skew(\sqrt{\text{acc}_x^2 + \text{acc}_y^2 + \text{acc}_z^2})
\]
where \textit{Skew} is the skewness function.

16. The skewness of the LB amplitudes defined as
\[
Skew_{LB} = Skew([A_{y,0.5}^2, \ldots, A_{y,3}^2])
\]

17. The skewness of the FB amplitudes defined as
\[
Skew_{FB} = Skew([A_{y,3}^2, \ldots, A_{y,8}^2])
\]

18. The skewness of both bands, the LB and the FB amplitudes defined as
\[
Skew_{FLB} = Skew([A_{y,0.5}^2, \ldots, A_{y,8}^2])
\]

19. The ST of the posture transition band (PT), which considers frequencies from 0.1 to 0.68 Hz.

20. The ST of the FB amplitudes.

21. The ST of the LB amplitudes.

22. The ST of the FB and LB amplitudes (i.e. from 0.5 to 8 Hz).

23. The ST of amplitudes corresponding to frequencies above the LB; thus, the range considered is from 8 to \(f_N/2\) Hz.

24. The frequency of the centre of mass, defined as a weighted sum of frequencies, where each frequency is weighted by its amplitude using the \textit{acc}_y.

25. The correlation coefficient between \textit{acc}_x and \textit{acc}_y.

26. The correlation coefficient between \textit{acc}_x and \textit{acc}_z.

27. The correlation coefficient between \textit{acc}_y and \textit{acc}_z.

28. The frequency with maximum amplitude in \textit{acc}_y.

29. The second frequency with maximum amplitude in \textit{acc}_y.
30. The first value of applying the principal components analysis’ (PCA) of the spectral representation of $acc_y$.

31. The second value of applying the PCA as defined in Item 30. Note that, only the first two values from the PCA were employed following the intuition from the ‘elbow rule’. The ‘elbow rule’ establishes that the information gain of using the $n$-th eigenvector of the PCA decomposition should be significantly greater than later taking the $n + 1$-th one. Thus, the process is interrupted when an ‘elbow’ appears in the information gain curve.

5.5 Shallow ML experiments

This section explains the shallow ML algorithms and the training and evaluation strategies implemented for them.

5.5.1 Shallow ML algorithms implemented

On the one hand, our approaches implement some of the most novelty techniques in ML, and, moreover, were laboriously designed and tuned. Whereas, on the other hand, most of the shallow ML algorithms reviewed in the automatic FOG detection’s state-of-the-art are unrecommended algorithms for binary classification according to Caruana et al. in 2006 [23]. More precisely, in their previous works:

- Bächlin et al.’s (2009) [16] approach used only threshold-based techniques for solving the binary classification task.

- Mazilu et al.’s (2012) [79] approach presents results using several algorithms, such as RF and AdaBoost, which indeed according to Caruana et al. in 2006 [23] may be a powerful algorithm on this task. However, they include results from algorithms such as K-NN and NB, which are known to be weak for binary classification [23].

- Tripoliti et al.’s (2013) [141] approach presents results using several algorithms, from which only RF, according to Caruana et al. in 2006 [23], may be a powerful algorithm on this task.

- Rodríguez et al.’s (2016) [31] approach presents results using SVMs. However, in the comparison section, only RF is another powerful algorithm for binary classification according to Caruana et al. in 2006 [23], while K-NN, NB and
logistic regression are weak ones; moreover, logistic regression was not even implemented in the original sources of the other feature extraction methods.

To perform a fair comparison between the state-of-the-art for FOG detection and our approaches, the feature extractions were reproduced and used for training strong classifiers for two-class problems. As mentioned in Section 1.3, the shallow ML algorithms implemented were the tree bagging [22], the AdaBoost [42], the LogitBoost [43], the RUSBoost [126], the RobustBoost [41] and the SVM [30]. The motivation for selecting these algorithms is hereafter discussed while presenting the hyperparameters considered for the exploration and the final configurations chosen for each feature extraction method.

**Tree bagging described in Breiman et al. (1996) [22].** This ML algorithm trains an ensemble of decision trees using subsets from the training data, which are generated by sampling $N$ instances with replacement, where $N$ is the number of samples in the training set. The prediction is performed by majority voting from all the trees in the ensemble.

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:

1. Number of trees: 128, 256, 512 and 1024.
2. Tree shapes:
   - Decision stumps (i.e. one level decision trees).
   - Decision trees with minimum leaf size set to 3.
   - Decision trees with minimum leaf size set to 5% of training data.
   - Decision trees with minimum leaf size set to 10% of training data.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.1.

**AdaBoost described in Freund et al. (1995) [42], using decision trees as weak learners.** This algorithm trains an ensemble of decision trees sequentially, such that the new trees aggregated to the ensemble are focused on the previously misclassified samples. Finally, this algorithm will predict the label for new samples by performing a weighted average on over all the predictions of the trees in the ensemble.
Table 5.1: Tree bagging configurations. Columns naming description: ‘# trees’ → number of decision trees forming the ensemble method; and ‘tree type’ → properties of the trees implemented. The values in the column ‘tree type’ may adopt one of the following values: ‘tree’ → traditional decision tree; ‘min_x’ → tree composed by leafs with minimum size x; or ‘max_x’ → tree of maximum depth x, note that ‘max_1’ will be the decision stump. Additionally, next to the ‘min_x’ or ‘max_x’ values, there might appear a percentage % symbol, which indicates that the value of x is a percentage over the training data.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th># Trees</th>
<th>Tree type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>1024</td>
<td>min_3</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>1024</td>
<td>min_5%</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>1024</td>
<td>min_5%</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>1024</td>
<td>min_5%</td>
</tr>
</tbody>
</table>

This algorithm was chosen since it has been recognised as a strong approach for binary classification tasks [23].

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:

1. Number of trees: 128, 256, 512 and 1024.

2. Tree shapes:
   - Decision stumps (i.e. one level decision trees).
   - Decision trees with minimum leaf size set to 3.
   - Decision trees with minimum leaf size set to 5% of training data.
   - Decision trees with minimum leaf size set to 10% of training data.

3. Learning rate: 0.1, 0.5 and 1.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.2.

LogitBoost described in Friedman et al. (2000) [43], using decision trees as weak learners. This algorithm extends AdaBoost by reducing the weight assigned to badly misclassified samples; thus, it may outperform AdaBoost in classifying poorly separable data.
Table 5.2: AdaBoost configurations. Columns naming description: ‘# trees’ → number of decision trees forming the ensemble method; ‘tree type’ → properties of the trees implemented; and ‘learning rate’ → the learning rate for training the algorithm, note that values lower than 1 may have an shrinkage effect. The values in the column ‘tree type’ may adopt one of the following values: ‘tree’ → traditional decision tree; ‘minₓ’ → tree composed by leafs with minimum size x; or ‘maxₓ’ → tree of maximum depth x, note that ‘max₁’ will be the decision stump. Additionally, next to the ‘minₓ’ or ‘maxₓ’ values, there might appear a percentage % symbol, which indicates that the value of x is a percentage over the training data.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th># Trees</th>
<th>Tree type</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>1024</td>
<td>min₃</td>
<td>0.1</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>1024</td>
<td>min₃</td>
<td>0.1</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>1024</td>
<td>min₃</td>
<td>0.1</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>1024</td>
<td>min₁₀%</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:

1. Number of trees: 128, 256, 512 and 1024.

2. Tree shapes:
   - Decision stumps (i.e. one level decision trees).
   - Decision trees with minimum leaf size set to 3.
   - Decision trees with minimum leaf size set to 5% of training data.
   - Decision trees with minimum leaf size set to 10% of training data.

3. Learning rate: 0.1, 0.5 and 1.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.3.

**RUSBoost [126], using decision trees as weak learners.** This algorithm extends AdaBoost by training the learners with class balanced subsets of the training data; thus, it may outperform AdaBoost in classifying class imbalance data.

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:
Table 5.3: LogitBoost configurations. Columns naming description: ‘# trees’ → number of decision trees forming the ensemble method; ‘tree type’ → properties of the trees implemented; and ‘learning rate’ → the learning rate for training the algorithm.

The values in the column ‘tree type’ may adopt one of the following values: ‘tree’ → traditional decision tree; ‘min_x’ → tree composed by leafs with minimum size x; or ‘max_x’ → tree of maximum depth x, note that ‘max_1’ will be the decision stump. Additionally, next to the ‘min_x’ or ‘max_x’ values, there might appear a percentage % symbol, which indicates that the value of x is a percentage over the training data.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th># Trees</th>
<th>Tree type</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>1024</td>
<td>min_3</td>
<td>0.1</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>1024</td>
<td>min_5%</td>
<td>0.1</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>1024</td>
<td>min_5%</td>
<td>0.1</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>1024</td>
<td>min_5%</td>
<td>0.1</td>
</tr>
</tbody>
</table>

1. Number of trees: 128, 256, 512 and 1024.

2. Tree shapes:
   - Decision stumps (i.e. one level decision trees).
   - Decision trees with minimum leaf size set to 3.
   - Decision trees with minimum leaf size set to 5% of training data.
   - Decision trees with minimum leaf size set to 10% of training data.

3. Learning rate: 0.1, 0.5 and 1.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.4.

RobustBoost [41], using decision trees as weak learners. The traditional AdaBoost focuses each iteration on classifying previously misclassified samples. This behaviour may lower the average accuracy of the classifier if there are incorrect labels in the data. The RobustBoost algorithm extends AdaBoost by maximising the number of samples undoubtedly (i.e. above a certain threshold) well classified, instead of minimising the models’ train error. Furthermore, this algorithm allows the usage of an error tolerance, which is used to figure optimal margins and prevent it from overfitting.
Table 5.4: RUSBoost configurations. Columns naming description: ‘# trees’ → number of decision trees forming the ensemble method; ‘tree type’ → properties of the trees implemented; and ‘learning rate’ → the learning rate for training the algorithm.

The values in the column ‘tree type’ may adopt one of the following values: ‘tree’ → traditional decision tree; ‘min_x’ → tree composed by leafs with minimum size x; or ‘max_x’ → tree of maximum depth x, note that ‘max_1’ will be the decision stump. Additionally, next to the ‘min_x’ or ‘max_x’ values, there might appear a percentage % symbol, which indicates that the value of x is a percentage over the training data.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th># Trees</th>
<th>Tree type</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>1024</td>
<td>max_1</td>
<td>0.1</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>1024</td>
<td>max_1</td>
<td>0.1</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>1024</td>
<td>max_1</td>
<td>0.1</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>1024</td>
<td>max_1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:

1. Number of trees: 128, 256, 512 and 1024.
2. Tree shapes:
   - Decision stumps (i.e. one level decision trees).
   - Decision trees with minimum leaf size set to 3.
   - Decision trees with minimum leaf size set to 5% of training data.
   - Decision trees with minimum leaf size set to 10% of training data.
3. Error goal: 0.1, 0.05 and 0.1.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.5.

**SVM** [30], using the radial basis function (RBF) kernel [144] (SVM-RBF). SVMs are a a powerful shallow ML algorithm, specially in binary classification tasks. SVMs use the ‘kernel trick’, which implies to switch the inner product of the data \((x_i^T x_j)\) for a kernel \(K\), which is defined as \(K(x_i, x_j) = \phi(x_i)^T \phi(x_j)\). Concretely, the kernel implemented was the RBF kernel, which is defined as \(K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{\sigma^2} \right) \).
Table 5.5: RobustBoost configurations. Columns naming description: ‘# trees’ → number of decision trees forming the ensemble method; ‘tree type’ → properties of the trees implemented; and ‘error goal’ → the error tolerance percentage by which the algorithm will stop training and, thus, end with larger confidence margins. The values in the column ‘tree type’ may adopt one of the following values: ‘tree’ → traditional decision tree; ‘min_\text{x}’ → tree composed by leafs with minimum size \text{x}; or ‘max_\text{x}’ → tree of maximum depth \text{x}, note that ‘max_1’ will be the decision stump. Additionally, next to the ‘min_\text{x}’ or ‘max_\text{x}’ values, there might appear a percentage % symbol, which indicates that the value of \text{x} is a percentage over the training data.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th># Trees</th>
<th>Tree type</th>
<th>Error goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>1024</td>
<td>min_3</td>
<td>5</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>1024</td>
<td>min_5%</td>
<td>10</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>1024</td>
<td>min_3</td>
<td>5</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>1024</td>
<td>min_10%</td>
<td>5</td>
</tr>
</tbody>
</table>

or $K(x_i, x_j) = \exp(\gamma(-\|x_i - x_j\|^2))$, which are equivalent notations. Therefore, the SVM-RBF was implemented as

$$
\text{maximise: } W(\nu) = \sum_{i=1}^{n} \nu_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \nu_i \nu_j y_i y_j K(x_i, x_j) ,
$$

subject to: $\sum_{i=1}^{n} \nu_i y_i = 0$, and $0 \leq \nu_i \leq \lambda \forall i$ ,

where $\nu_i$ are the Lagrange multipliers and $\lambda$ is a scalar value to trade-off between the empirical error and the margin.

The algorithm’s hyperparameters’ were tuned independently for each feature extraction by performing an exhaustive exploration considering the following values for each parameter:

1. $\lambda$: $10^{-3}, 10^{-2}, 10^{-1}, 1, 10^1, 10^2$ and $10^3$.

2. $\gamma$: $10^{-3}, 10^{-2}, 10^{-1}, 1, 10^1, 10^2$ and $10^3$.

The implemented hyperparameters’ configuration implemented for this algorithm are shown in Table 5.6.

### 5.5.2 Shallow ML training and evaluation

The shallow ML algorithms implemented were tuned by performing an exhaustive hyperparameters exploration on the configurations, as discussed in Subsection 5.5.1.
Table 5.6: SVM-RBF configurations. Columns naming description: ‘# SV’ → number of support vectors composing the model.

<table>
<thead>
<tr>
<th>Feature extraction method</th>
<th>λ</th>
<th>γ</th>
<th># SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>$10^3$</td>
<td>$10^3$</td>
<td>18873</td>
</tr>
<tr>
<td>Mazilu et al.’s (2012) [79]</td>
<td>$10^2$</td>
<td>$10^{-3}$</td>
<td>19707</td>
</tr>
<tr>
<td>Tripoliti et al.’s (2013) [141]</td>
<td>$10^3$</td>
<td>1</td>
<td>17258</td>
</tr>
<tr>
<td>Rodríguez et al.’s (2016) [31]</td>
<td>10</td>
<td>$10^{-1}$</td>
<td>15947</td>
</tr>
</tbody>
</table>

Concretely, the training strategy implemented the leave-one-patient-out technique over the features extracted from the training data, which, as detailed in Section 3.2, were composed by 17 PD patients’ data.

Next, each algorithm was retrained on the entire features training data using the optimal hyperparameters identified from the leave-one-patient-out process.

Finally, these models were tested on the features corresponding to the same testing data employed for the evaluating the DL approaches. This strategy was motivated by the risk of assessing a model on only 4 patients’ data. Thus, if these patients, which were randomly selected, implied a simplification of the FOG detection task, this simplification would affect all topologies evaluated.
Chapter 6

Results and discussion

6.1 Comparison among DL approaches

This section presents and discusses the results obtained. These results are structured as: I) training performances and justification of the data representation adopted; II) performance of the 1D-ConvNet; III) performance of the 1D-ConvLSTM; IV) performance of the 1D-ConvGRU; V) and discussion of the DL approaches’ performance.

6.1.1 Data representation

The data representation strategy adopted was the spectral window stacking. This decision was performed according to the training performance of the 1D-ConvNet, our first approach, on diverse representation strategies. This subsection presents the training results from the spectral window stacking, which is described in Subsection 3.4.2 compared to training the 1D-ConvNet model using two similar temporal representations. Therefore, these results are a reproduction of the initial experiments endeavoured to select the representation strategy, which was undertaken using only the training data. Concretely, the representation strategies hereafter compared are:

1. Temporal single window. In this strategy the models were trained using the window representation as described in Subsection 3.4.1 thus, the input size of a sample was of 128x9 (measures times signal channels). Hence that from this representation no window transition characteristics could be extracted by our feed-forward models.

2. Temporal window stacking. This strategy extended the temporal single window one, by concatenating windows in pairs on their temporal dimension. The sample dimensions were, thus, 256x9. Hence this representation allowed models to extract window transition information.
3. **Spectral window stacking.** This representation, which is described in Subsection 3.4.2, was implemented for training the presented DL-based approaches.

As can be seen in Table 6.1, the top-3 model trained using spectral window stacking strategy achieved better performance regardless of the representation strategies announced for comparison in Subsection 6.1.1. The top-5 results from performing the training hyperparameters exploration using each of these 3 representations are presented in Table 6.1.

Table 6.1: Top-3 training models’ results from the representation strategies announced for comparison in Subsection 6.1.1, sorted according to the stopping criteria described in Subsection 5.2.6.

<table>
<thead>
<tr>
<th>Data representation</th>
<th>Training-train</th>
<th>Training-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Temporal single window stacking</td>
<td>93.9</td>
<td>94.5</td>
</tr>
<tr>
<td>Temporal window stacking</td>
<td>93.2</td>
<td>94.8</td>
</tr>
<tr>
<td>Temporal window stacking</td>
<td>93.3</td>
<td>91.9</td>
</tr>
</tbody>
</table>

From Table 6.1, it can be observed that the best model was trained using the spectral window stacking representation strategy. The training process included an hyperparameters exploration phase, which concluded to lowering the regularisation for models trained on the temporal single window representation. Concretely, the regularisation strategy selected was equivalent to the one employed for training the recurrent models, as described in Subsection 5.2.6. However, models trained using the temporal window stacking representation achieved higher training results when using the same regularisation configuration than the one set for other feed-forward DL models trained; thus, the same strategy that when using the spectral window stacking strategy.

The scoring metric (i.e. same as employed for the early stopping strategy) for each of the representations’ top models in Table 6.1 were: 86.11 for the temporal single...
From the training performances, it can be observed that the temporal window stacking is worsening the performance of the models compared to its former temporal single window approach. This fact was due to the labelling strategy plus the weights sharing properties of ConvNets. Concretely, each label is labelled according to half of its data in this approach, while the other half may be from a different class, which should provide information from trigger events that lead to the current state. However, ConvNets extract features in a spatial invariant manner within an input sample; thus, being unable to distinguish current from previous patterns when the data are scarce. Consequently, this representation may confuse the models rather than informing them.

Furthermore, Table 6.2 presents the test performances of these strategies; thus, will serve to confirm the generalisation capacity of each approach.

Table 6.2: Top training models’ test results from the representation strategies announced for comparison in Subsection 6.1.1.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal single window</td>
<td>82.3</td>
<td>82.0</td>
<td>83.8</td>
<td>82.6</td>
</tr>
<tr>
<td>Temporal window stacking</td>
<td>58.1</td>
<td>66.1</td>
<td>62.7</td>
<td>57.3</td>
</tr>
<tr>
<td>Spectral window stacking</td>
<td>89.0</td>
<td><strong>91.9</strong></td>
<td><strong>89.5</strong></td>
<td><strong>90.6</strong></td>
</tr>
</tbody>
</table>

Table 6.2 confirms the robustness of our approach compared to simple temporal representations since the spectral windowing stacking was the only representation that allowed the trained models to generalise to the test data. Furthermore, it can be observed that whereas in Table 6.1 the temporal single window strategy reached acceptable train performances, its generalisation capacity is significantly lower than our approach’s one. This fact may be related to the regularisation configurations in models trained for each approach; however, repeating the experiments using the same...
regularisation strategy that for our approach confirmed that the hyperparameters selection was correct since these last models achieved test performances about 20% lower for the GM of the test sensitivity and test specificity.

### 6.1.2 1D-ConvNet

**Training results.** The approach selected from the trained 1D-ConvNets trained for 456 epochs, and as can be observed from Table 6.3, its selection metric (i.e. same as employed for the early stopping strategy) achieved 90.2%. Furthermore, from other top models shown in the table, it can be appreciated that the results reported by our approach were consistent with other similar models trained.

<table>
<thead>
<tr>
<th></th>
<th>Training-train</th>
<th>Training-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>93.9</td>
<td>94.5</td>
<td>93.5</td>
</tr>
<tr>
<td>93.2</td>
<td>94.8</td>
<td>92.7</td>
</tr>
<tr>
<td>93.3</td>
<td>91.9</td>
<td>93.0</td>
</tr>
<tr>
<td>92.9</td>
<td>94.8</td>
<td>92.1</td>
</tr>
<tr>
<td>92.3</td>
<td>95.1</td>
<td>91.5</td>
</tr>
</tbody>
</table>

**Test results.** The test performances for the models included in Table 6.3 are presented in Table 6.4. These results corroborate that the training process has allowed our approach to generalise its learnt representations for automatic FOG detection successfully. Furthermore, it can be noted that these results already outperformed the state-of-the-art for automatic FOG detection using patient-independent settings.

### 6.1.3 1D-ConvLSTM

**Train performance.** The approach selected from the trained 1D-ConvLSTM, whose training performances are presented in Table 6.5, trained for only 379 epochs. Note that, usually, models implementing LSTM layers are slower converging than feed-forward models and those using GRUs instead [27, 28, 53]. Not surprisingly, in our experiments, indeed, most of the 1D-ConvLSTMs training executions lasted for at least 1000 of epochs before converging. However, detailed results are only reported

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>89.0</td>
<td><strong>91.9</strong></td>
<td>89.5</td>
<td><strong>90.6</strong></td>
</tr>
<tr>
<td></td>
<td>89.5</td>
<td>88.6</td>
<td>91.4</td>
<td>89.6</td>
</tr>
<tr>
<td></td>
<td>86.1</td>
<td>90.5</td>
<td>87.1</td>
<td>88.5</td>
</tr>
<tr>
<td></td>
<td>90.2</td>
<td>88.8</td>
<td>91.9</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>88.5</td>
<td>89.3</td>
<td>90.2</td>
<td>89.3</td>
</tr>
</tbody>
</table>

for the selected models, which in this case fulfilled the stopping criteria while being ranked as the top-1 training model in few epochs.

Table 6.5: 1D-ConvLSTM top-5 models’ train performance. Columns naming description: ‘GM’ → GM of the test sensitivity and test specificity.

<table>
<thead>
<tr>
<th></th>
<th>Training-train</th>
<th></th>
<th>Training-validation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>GM</td>
</tr>
<tr>
<td></td>
<td>91.6</td>
<td><strong>87.6</strong></td>
<td><strong>91.9</strong></td>
<td><strong>89.3</strong></td>
</tr>
<tr>
<td></td>
<td>86.9</td>
<td>90.6</td>
<td>85.8</td>
<td>87.8</td>
</tr>
<tr>
<td></td>
<td>86.6</td>
<td>90.6</td>
<td>85.2</td>
<td>87.4</td>
</tr>
<tr>
<td></td>
<td>88.0</td>
<td>88.0</td>
<td>87.5</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>90.5</td>
<td>87.0</td>
<td>90.5</td>
<td>88.1</td>
</tr>
</tbody>
</table>

Test performance. The test performances for the models included in Table 6.5 are presented in Table 6.6.

6.1.4 1D-ConvGRU

Train performance. The top-5 training 1D-ConvGRUs’ results are presented in Table 6.7. From it, it can be observed that implementing GRUs instead of LSTMs for extending our feed-forward approach, also permitted to train promising models. The approach selected trained for 1,147 epochs.

Test performance. The test performances for the models included in Table 6.7 are presented in Table 6.8.
Table 6.6: 1D-ConvLSTM top-5 models’ test error. Columns naming description: ‘GM’ → GM of the test sensitivity and test specificity.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>87.8</td>
<td>88.1</td>
<td>89.1</td>
<td>88.4</td>
</tr>
<tr>
<td>84.6</td>
<td>94.3</td>
<td>83.6</td>
<td>88.8</td>
</tr>
<tr>
<td>82.8</td>
<td>95.5</td>
<td>81.4</td>
<td>88.1</td>
</tr>
<tr>
<td>87.0</td>
<td>92.0</td>
<td>86.8</td>
<td>89.4</td>
</tr>
<tr>
<td>87.4</td>
<td>91.7</td>
<td>87.1</td>
<td>89.4</td>
</tr>
</tbody>
</table>

Table 6.7: 1D-ConvGRU top-5 models’ train performance. Columns naming description: ‘GM’ → GM of the test sensitivity and test specificity.

<table>
<thead>
<tr>
<th>Training-train</th>
<th>GM</th>
<th>Training-validation</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>GM</td>
</tr>
<tr>
<td>92.3</td>
<td>93.0</td>
<td>91.7</td>
<td>92.2</td>
</tr>
<tr>
<td>91.2</td>
<td>92.5</td>
<td>91.0</td>
<td>91.6</td>
</tr>
<tr>
<td>89.0</td>
<td>92.8</td>
<td>88.5</td>
<td>90.5</td>
</tr>
<tr>
<td>92.2</td>
<td>88.4</td>
<td>92.0</td>
<td>89.8</td>
</tr>
<tr>
<td>92.6</td>
<td>88.0</td>
<td>92.8</td>
<td>90.1</td>
</tr>
</tbody>
</table>

Table 6.8: 1D-ConvGRU top-5 models’ test error. Columns naming description: ‘GM’ → GM of the test sensitivity and test specificity.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>85.4</td>
<td>94.8</td>
<td>84.7</td>
<td>89.5</td>
</tr>
<tr>
<td>87.6</td>
<td>93.2</td>
<td>87.9</td>
<td>90.4</td>
</tr>
<tr>
<td>86.5</td>
<td>94.0</td>
<td>86.4</td>
<td>90.0</td>
</tr>
<tr>
<td>85.3</td>
<td>87.1</td>
<td>86.2</td>
<td>86.5</td>
</tr>
<tr>
<td>86.2</td>
<td>89.8</td>
<td>87.2</td>
<td>88.2</td>
</tr>
</tbody>
</table>

6.1.5 Discussion

On the overall, all approaches demonstrated being capable for being properly trained. However, from comparing Table 6.5 to Table 6.3 and Table 6.7 it can be noted that models implementing LSTM layers were less promising than others. The reason for it was that the models’ architectures were minimised regarding the number of
parameters on the feed-forward and later adopted by the recurrent extensions. This issue, as discussed in Subsection 5.2.6, moreover, lead to having to remove part of the regularisation strategies to train the recurrent extensions without altering the models’ architectures.

Table 6.9 summarises the results reported from our DL experiments. From it, it can be concluded that our approach for FOG detection, which was composed by spectral window stacking data representation and 1D-ConvNets, was able to capture temporal dependencies and achieve higher performances than its recurrent extensions. However, from observing the number of parameters in these approaches, it can be noted that the implementations of the recurrent extensions contain, nearly, half of the parameters in their predecessor.

The results of these experiments indicate that our feed-forward approach could be missing some temporal information since its results are nearly equivalent to the 1D-ConvGRU, who is composed of less than half the 1D-ConvNets number of parameters. The 1D-ConvGRU presents, however, other less attractive characteristics.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training configuration</th>
<th>Testing performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Param</td>
<td># Epoch</td>
</tr>
<tr>
<td>1D-ConvNet</td>
<td>37121</td>
<td>456</td>
</tr>
<tr>
<td>1D-ConvLSTM</td>
<td>17857</td>
<td>379</td>
</tr>
<tr>
<td>1D-ConvGRU</td>
<td>14209</td>
<td>1147</td>
</tr>
</tbody>
</table>

### 6.2 Comparison among shallow ML

Table 6.10 presents the results obtained from reproducing the state-of-the-art approaches and training shallow ML algorithms using leave-one-patient-out cross-validation.

**Feature extraction results.** Regarding the feature extraction approaches composing the state-of-the-art for automatic FOG detection, on the one hand, the best results from the approaches reproduced were achieved by the approach proposed by Rodríguez et al. (2016) [31]. Concretely, 3 out of the 6 trained algorithms on this features surpassed the 80% for the GM between the test sensitivity and test specificity.
Table 6.10: Comparative table of the ML approaches’ test results. Columns naming description: ‘GM’ → GM of the test sensitivity and test specificity.

<table>
<thead>
<tr>
<th>Features</th>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009)</td>
<td>Tree bagging</td>
<td>82.90</td>
<td>30.00</td>
<td>91.89</td>
<td>52.50</td>
</tr>
<tr>
<td></td>
<td>AdaBoost</td>
<td>80.56</td>
<td>36.25</td>
<td>88.10</td>
<td>56.51</td>
</tr>
<tr>
<td></td>
<td>LogitBoost</td>
<td>80.46</td>
<td>34.64</td>
<td>88.25</td>
<td>55.29</td>
</tr>
<tr>
<td></td>
<td>RUSBoost</td>
<td>66.05</td>
<td>96.96</td>
<td>60.80</td>
<td>76.78</td>
</tr>
<tr>
<td></td>
<td>RobustBoost</td>
<td>79.60</td>
<td>36.96</td>
<td>86.85</td>
<td>56.66</td>
</tr>
<tr>
<td></td>
<td>SVM-RBF</td>
<td>62.57</td>
<td>94.46</td>
<td>57.15</td>
<td>73.48</td>
</tr>
<tr>
<td>Mazilu et al. (2012)</td>
<td>Tree bagging</td>
<td>83.49</td>
<td>64.29</td>
<td>86.76</td>
<td>74.68</td>
</tr>
<tr>
<td></td>
<td>AdaBoost</td>
<td>81.88</td>
<td>59.82</td>
<td>85.64</td>
<td>71.57</td>
</tr>
<tr>
<td></td>
<td>LogitBoost</td>
<td>80.28</td>
<td>68.75</td>
<td>82.24</td>
<td>75.19</td>
</tr>
<tr>
<td></td>
<td>RUSBoost</td>
<td>66.52</td>
<td>98.04</td>
<td>61.16</td>
<td>77.43</td>
</tr>
<tr>
<td></td>
<td>RobustBoost</td>
<td>77.32</td>
<td>62.86</td>
<td>79.78</td>
<td>70.81</td>
</tr>
<tr>
<td></td>
<td>SVM-RBF</td>
<td>64.81</td>
<td>97.50</td>
<td>59.25</td>
<td>76.00</td>
</tr>
<tr>
<td>Tripoliti et al. (2013)</td>
<td>Tree bagging</td>
<td>88.99</td>
<td>51.89</td>
<td>95.35</td>
<td>70.34</td>
</tr>
<tr>
<td></td>
<td>AdaBoost</td>
<td>85.36</td>
<td>30.16</td>
<td>94.83</td>
<td>53.48</td>
</tr>
<tr>
<td></td>
<td>LogitBoost</td>
<td>85.18</td>
<td>77.20</td>
<td>86.55</td>
<td>81.74</td>
</tr>
<tr>
<td></td>
<td>RUSBoost</td>
<td>72.04</td>
<td>96.95</td>
<td>67.76</td>
<td>81.05</td>
</tr>
<tr>
<td></td>
<td>RobustBoost</td>
<td>85.52</td>
<td>59.25</td>
<td>90.02</td>
<td>73.03</td>
</tr>
<tr>
<td></td>
<td>SVM-RBF</td>
<td>75.19</td>
<td>96.23</td>
<td>71.58</td>
<td>83.00</td>
</tr>
</tbody>
</table>

On the other hand, the algorithms trained on the features proposed by Tripoliti et al. (2013) [141] achieved the poorest results among all.

From Table 6.10 it can be observed that Mazilu et al.’s (2012) [79] demonstrated being the most robust representation since all algorithms trained using this features achieved performances higher than 70% for the GM between the test sensitivity and test specificity.
Shallow ML results. Regarding the results from the shallow ML algorithms selected, it can be observed that, as already discussed in Subsection 5.5.1, all algorithms achieved performances higher than 70% for the GM between the test sensitivity and test specificity, at least for one feature extraction approach. Thus, confirming the suitability of these algorithms for dealing with binary classification tasks.

The algorithm which obtained the best performance was the SVM when combined with Rodríguez et al.’s (2016) [111] features. Furthermore, Rodríguez et al.’s (2016) [111] and Rodríguez et al.’s (2017) [110], both indicate their preference for SVMs for FOG detection; thus, these results agree with their ML algorithm selection.

Comparison between our work and the state-of-the-art in the literature. The state-of-the-art for automatic FOG detection in the literature using patient independent conditions (i.e. patients in the test data and train are different people) were mentioned in Section 1.5. Table 6.11 includes this results together with a summary of our reproduction of these approaches.


<table>
<thead>
<tr>
<th>Literature</th>
<th>Data representation</th>
<th>Model</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009) [16]</td>
<td>Thresholds</td>
<td>77.23</td>
<td></td>
</tr>
<tr>
<td>Mazilu et al. (2012) [79]</td>
<td>Random forests</td>
<td>79.49</td>
<td></td>
</tr>
<tr>
<td>Tripoliti et al. (2013) [141]</td>
<td>Random forests</td>
<td>84.07</td>
<td></td>
</tr>
<tr>
<td>Rodríguez et al. (2017) [110]</td>
<td>SVM-RBF</td>
<td>76.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reproduction</th>
<th>Data representation</th>
<th>Model</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al. (2009)</td>
<td>RUSBoost</td>
<td>76.78</td>
<td></td>
</tr>
<tr>
<td>Mazilu et al. (2012)</td>
<td>RUSBoost</td>
<td>77.43</td>
<td></td>
</tr>
<tr>
<td>Tripoliti et al. (2013)</td>
<td>SVM-RBF</td>
<td>72.13</td>
<td></td>
</tr>
<tr>
<td>Rodríguez et al. (2016)</td>
<td>SVM-RBF</td>
<td>83.00</td>
<td></td>
</tr>
</tbody>
</table>

From Table 6.11 it can be observed that some differences appear between our reproduction and the literature’s results. However, these differences can be justified by the following observations in the data and evaluation strategies employed for each approach:

- Bächlin et al. (2009) [16] employed an evaluation strategy with 50% of window tolerance. Moreover, they employed the Daphnet dataset. Thus, as discussed in Section 1.5 their results were overestimated compared to our single sample evaluation strategy.
Mazilu et al. (2012) [79] employed the Daphnet dataset, which also overestimated the performance of their approach.

Tripoliti et al. (2013) [141] employed a simple data collection protocol similar to for the Daphnet dataset. Moreover, their results are only computed from the performance achieved by cross-validating over 5 PD patients, which will poorly represent the actual performance of the method.

Rodríguez et al. (2017) [110] employed an episodic evaluation strategy, which lowers the methods’ performance due to the easiness of detecting extended periods of similar data (e.g. straight walking periods, sitting and standing).

Therefore, on the overall, these results resemble the performances achieved by the original authors themselves when being accurately reproduced and applied to our data. Furthermore, all performance disagreements can be argued and justified; thus, it can be stated that results presented in Table 6.10 are equivalent to applying the state-of-the-art approaches to our data.

### 6.3 Comparison between DL and shallow ML approaches

Table 6.12 summarises the results reported from our DL experiments together with the best results from Table 6.10 to compare the results from our approach to state-of-the-art reproduction.

From it, it can be concluded that our approach for FOG detection, which was composed by spectral window stacking data representation and 1D-ConvNets, was able to capture temporal dependencies and achieve higher performances than its recurrent extensions. However, from observing the number of parameters in these approaches, it can be noted that the implementations of the recurrent extensions contain, nearly, half of the parameters in their predecessor.

The results of these experiments confirm that our DL-based approaches were able to outperform the state-of-the-art methodologies for automatic FOG.

<table>
<thead>
<tr>
<th>Data representation</th>
<th>Model</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>spectral window stacking</td>
<td>1D-ConvNet</td>
<td>89.0</td>
<td>91.9</td>
<td>89.5</td>
<td>90.6</td>
</tr>
<tr>
<td>spectral window stacking</td>
<td>1D-ConvLSTM</td>
<td>87.8</td>
<td>88.1</td>
<td>89.1</td>
<td>88.4</td>
</tr>
<tr>
<td>spectral window stacking</td>
<td>1D-ConvGRU</td>
<td>85.4</td>
<td>94.8</td>
<td>84.7</td>
<td>89.5</td>
</tr>
<tr>
<td>Bächlin et al. (2009)</td>
<td>RUSBoost</td>
<td>66.05</td>
<td>96.96</td>
<td>60.80</td>
<td>76.78</td>
</tr>
<tr>
<td>Mazilu et al. (2012)</td>
<td>RUSBoost</td>
<td>66.52</td>
<td>98.04</td>
<td>61.16</td>
<td>77.43</td>
</tr>
<tr>
<td>Tripoliti et al. (2013)</td>
<td>SVM-RBF</td>
<td>59.77</td>
<td>97.50</td>
<td>53.36</td>
<td>72.13</td>
</tr>
<tr>
<td>Rodríguez et al. (2016)</td>
<td>SVM-RBF</td>
<td>75.19</td>
<td>96.23</td>
<td>71.58</td>
<td>83.00</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusions

This thesis is, to the best of our knowledge, the first study to present a method for FOG detection on uncontrolled environments based on DL models. Furthermore, our approach was able to solve the committed task, while outperforming the state-of-the-art methodologies for automatic FOG detection in the literature.

The DL models presented were a feed-forward 1D-ConvNet, which achieved performances above 90% for the GM between test sensitivity and specificity, and two recurrent extensions from it, the 1D-ConvLSTM and the 1D-ConvGRU.

For comparison purposes to our approaches, the methodologies composing the state-of-the-art for automatic FOG detection were accurately reproduced on our data, generating 4 different sets of features. These features were used for training powerful binary classification shallow ML algorithms. The results reported by our reproduction of the state-of-the-art approaches were consistent with the results reported by the original authors of these feature extraction methods; thus, allowing our DL approaches to be compared to the newly trained models.

DL approaches outperformed all shallow ML models, demonstrating its superior generalisation and representation capacity for detecting FOG events from wearable inertial sensors’ data recorded from PD patients in uncontrolled environments while performing ADL.

As described in Section 1.1, our approaches, which significantly improve the current performance of existing automatic FOG detection methods, may serve to the following:

- Improve the medical record about FOG evolution in PD patients to allow clinicians to dispose of accurate and objective symptomatic records of their patients. These records could serve to understand FOG in PD patients better and to improve the clinical control of the disease evolution.
• Allow clinicians to objectively evaluate the effect of drugs (e.g. during clinical trials) over the symptom’s characteristics from automatically gathered indicators.

Future work. Interesting extensions of our work are:

• To perform an hyperparameter and architecture exploration focused for the 1D-ConvGRU, whose performances, presented in Table 6.9 indicate that this is a promising manner to improve our results further.

• Implementing and evaluating our approaches on real-time. Currently, at the CETpD, the authors are working with a real-time system for automatic FOG detection, which implements an SVM-RBF on a subset of the features described by Rodríguez et al.’s (2017) [110]. This model occupies 26 kilobytes (KB) (i.e. SVM with 27 features and 250 support vectors) in memory, while our current DL approaches occupy the following:

  – 1D-ConvNet: 37121 parameters, 145 KB.
  – 1D-ConvLSTM: 17857 parameters, 69 KB.
  – 1D-ConvGRU: 14209 parameters, 55 KB.

Our device implements a microcontroller (μC) with architecture ARM-cortex M4, concretely, the STM32F415RG [5]. This μC disposes of 500 KB free memory available for the FOG detection model, which would allow the storage of our DL approach.

Publications. From the work undertaken within this study, the author has already submitted a conference paper for the 14th International Work-Conference on Artificial Neural Networks titled ‘Deep learning for detecting freezing of gait episodes in Parkinson’s disease based on accelerometers’. This paper has been accepted for oral presentation on the ‘Human activity recognition for health and well-being applications’ special session. Furthermore, the results presented in this thesis will be employed for writing a journal paper.
Bibliography


